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• We tend to perceive our world in terms of the categories 
that we formed

• Our perceptions are warped such that differences between 
objects that belong in different categories are accentuated, 
and differences between objects that fall into the same 
categories are deemphasized
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FIGURE 1 | An illustration of categorical perception. When an
observer looks at objects (chickens) that fall into two or more categories
(coops), differences among objects that fall into different categories are
exaggerated, and differences among objects that fall into the same
category are minimized. Conceived by Robert Goldstone, Made
perceptual by Joe Lee.

sea lions may possess equivalence classes, as Schuster-
man et al.5 have argued that these animals show free
substitution between two entities once they have been
associated together.

CP provides a mechanism for the origin of these
(near-) equivalence classes. By CP, our perceptual
systems transform relatively linear sensory signals
into relatively nonlinear internal representations. The
extreme case of this kind of nonlinear transformation
is a step function by which increases to a sensory signal
have no effect on perception until the signal reaches
a certain threshold. At that threshold, perception
changes qualitatively and suddenly. During the flat
portion of the staircase function, different input
signals have equivalent effects. Hence, CP can provide
us with equivalence classes, the beginning of proto-
symbolic thought.

Why would we, or mother nature, want to
build cognitive systems with equivalence classes?
One reason is that they are relatively impervious
to superficial similarities. Once one has formed a
concept that treats all skunks as equivalent for some
purposes, irrelevant variations among skunks can be
greatly deemphasized. People may never be able to
transcend superficial appearances when categorizing
objects,6 nor is it clear that they would want to.7 Still,
one of the most powerful aspects of concepts is their
ability to make superficially different things alike.8 If
one has the concept ‘Things to remove from a burning
house’, even children and jewelry become similar.9

Across modalities, the spoken phonemes /d/ /o/ /g/,
the French word ‘chien’, the written word ‘dog’, and

a picture of a dog can all trigger one’s concept of
dog,10 and although they may trigger slightly different
representations, much of the core information will be
the same. Equivalence classes are particularly useful
when we need to make connections between things
that have different apparent forms.

Equivalence classes are particularly useful when
we need to make connections between things that
have different apparent forms. CP is the first stage of
this process of responding to the essential, rather than
superficial, aspect of an entity. It is the same reason
why most current electronics are digital: To provide
tolerance to superficial variation in voltage signals that
are irrelevant to the critical information. It may well
be that current computers are too brittle because they
throw away too much analog variation in their pursuit
of discrete symbols. Still, it is worth remembering that
the informational system benefiting from the most
years of ‘research and development’, provided by
evolution is the genetic code of life itself, which closely
approximates a digital code consisting of nucleotides
and codons. Complex cellular machinery is dedicated
to assuring that the code is relatively inert, and is
protected from many contextual influences.11 It is
reasonable to think that our cognitive system benefits
from the same strategy of developing (quasi-)reusable
codes.

CP IN SPEECH
As operationalized in psychology, CP is said to
be present when people more reliably distinguish
physically different stimuli when the stimuli come
from different categories than when they come
from the same category.12 The effect was originally
established with speech phoneme categories. For
example, Liberman et al.13 generated a continuum
of equally spaced consonant-vowel syllables with
endpoints reliably identified as /be/ and /ge/, as
shown in Figure 2 (top left graph) by varying the
second formant transition.14 There is a point (around
stimulus value 4) where there is a relatively rapid
decrease in the probability of observers hearing the
sound as a /be/ to hearing it as /de/. At a later
point, around values 9 and 10, observers rapidly
shift from /de/ to /ge/ identifications. In addition to
giving participants an identification task, participants
were also given an ABX discrimination task. In this
task, observers listened to three sounds—A followed
by B followed by X—and indicated whether X was
identical to A or B. Observers performed the task
more accurately when syllables A and B belonged
to different phonemic categories, as indicated by
their identification probabilities, than when they
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acquired distinctiveness: differences between objects in 
different categories are emphasized

acquired similarity: differences between objects in the 
same categories are deemphasized
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FIGURE 1 | An illustration of categorical perception. When an
observer looks at objects (chickens) that fall into two or more categories
(coops), differences among objects that fall into different categories are
exaggerated, and differences among objects that fall into the same
category are minimized. Conceived by Robert Goldstone, Made
perceptual by Joe Lee.

sea lions may possess equivalence classes, as Schuster-
man et al.5 have argued that these animals show free
substitution between two entities once they have been
associated together.

CP provides a mechanism for the origin of these
(near-) equivalence classes. By CP, our perceptual
systems transform relatively linear sensory signals
into relatively nonlinear internal representations. The
extreme case of this kind of nonlinear transformation
is a step function by which increases to a sensory signal
have no effect on perception until the signal reaches
a certain threshold. At that threshold, perception
changes qualitatively and suddenly. During the flat
portion of the staircase function, different input
signals have equivalent effects. Hence, CP can provide
us with equivalence classes, the beginning of proto-
symbolic thought.

Why would we, or mother nature, want to
build cognitive systems with equivalence classes?
One reason is that they are relatively impervious
to superficial similarities. Once one has formed a
concept that treats all skunks as equivalent for some
purposes, irrelevant variations among skunks can be
greatly deemphasized. People may never be able to
transcend superficial appearances when categorizing
objects,6 nor is it clear that they would want to.7 Still,
one of the most powerful aspects of concepts is their
ability to make superficially different things alike.8 If
one has the concept ‘Things to remove from a burning
house’, even children and jewelry become similar.9

Across modalities, the spoken phonemes /d/ /o/ /g/,
the French word ‘chien’, the written word ‘dog’, and

a picture of a dog can all trigger one’s concept of
dog,10 and although they may trigger slightly different
representations, much of the core information will be
the same. Equivalence classes are particularly useful
when we need to make connections between things
that have different apparent forms.

Equivalence classes are particularly useful when
we need to make connections between things that
have different apparent forms. CP is the first stage of
this process of responding to the essential, rather than
superficial, aspect of an entity. It is the same reason
why most current electronics are digital: To provide
tolerance to superficial variation in voltage signals that
are irrelevant to the critical information. It may well
be that current computers are too brittle because they
throw away too much analog variation in their pursuit
of discrete symbols. Still, it is worth remembering that
the informational system benefiting from the most
years of ‘research and development’, provided by
evolution is the genetic code of life itself, which closely
approximates a digital code consisting of nucleotides
and codons. Complex cellular machinery is dedicated
to assuring that the code is relatively inert, and is
protected from many contextual influences.11 It is
reasonable to think that our cognitive system benefits
from the same strategy of developing (quasi-)reusable
codes.

CP IN SPEECH
As operationalized in psychology, CP is said to
be present when people more reliably distinguish
physically different stimuli when the stimuli come
from different categories than when they come
from the same category.12 The effect was originally
established with speech phoneme categories. For
example, Liberman et al.13 generated a continuum
of equally spaced consonant-vowel syllables with
endpoints reliably identified as /be/ and /ge/, as
shown in Figure 2 (top left graph) by varying the
second formant transition.14 There is a point (around
stimulus value 4) where there is a relatively rapid
decrease in the probability of observers hearing the
sound as a /be/ to hearing it as /de/. At a later
point, around values 9 and 10, observers rapidly
shift from /de/ to /ge/ identifications. In addition to
giving participants an identification task, participants
were also given an ABX discrimination task. In this
task, observers listened to three sounds—A followed
by B followed by X—and indicated whether X was
identical to A or B. Observers performed the task
more accurately when syllables A and B belonged
to different phonemic categories, as indicated by
their identification probabilities, than when they
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FIGURE 2 | As a physical variable (the direction and extent of the second formant transition) describing speech sounds is varied linearly along the
horizontal axis, a person’s perception relatively rapidly shifts from hearing the sound as a /be/ to hearing it as a /de/, and then rapidly shifts again to
hearing it as a /ge/ (upper left panel). The perceiver’s ability to discriminate sounds improves as the sounds become less similar—going from
discriminations of sounds that differ by one step to two steps to three steps along the horizontal continuum. However, in all cases, discrimination
ability peaks near the boundary separating phonemic categories. Reprinted with permission from Liberman et al.13

were variants of the same category, even when
physical differences were equated. As shown in
Figure 2, observers’ discrimination accuracy tended
to peak at the boundaries between the phonemic
categories. Liberman et al.13 concluded that the
phonemic categories possessed by an adult speaker
of English influence the perceptual discriminations
that they can make.

The strongest version of CP claims that the
probabilities from the category identification task can
completely predict discrimination performance. That
is, people use only their categorizations in order to
determine whether two stimuli are identical. For a
situation in which each stimulus must belong to either

Category A or Category B, this strong statement can
be mathematically expressed as

P(c) = 1 + (p1 − p2)
2

where P(c) is the probability of a correct ABX
discrimination between Stimulus 1 and Stimulus 2,
p1 is the probability of placing Stimulus 1 in category
A, and p2 is the probability of placing Stimulus 2 in
that same category.15 This strong relation is rarely
found in empirical results.16 Listeners are better able
to discriminate between two sounds than is predicted
only by their categorization performance, indicating
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were variants of the same category, even when
physical differences were equated. As shown in
Figure 2, observers’ discrimination accuracy tended
to peak at the boundaries between the phonemic
categories. Liberman et al.13 concluded that the
phonemic categories possessed by an adult speaker
of English influence the perceptual discriminations
that they can make.

The strongest version of CP claims that the
probabilities from the category identification task can
completely predict discrimination performance. That
is, people use only their categorizations in order to
determine whether two stimuli are identical. For a
situation in which each stimulus must belong to either

Category A or Category B, this strong statement can
be mathematically expressed as

P(c) = 1 + (p1 − p2)
2

where P(c) is the probability of a correct ABX
discrimination between Stimulus 1 and Stimulus 2,
p1 is the probability of placing Stimulus 1 in category
A, and p2 is the probability of placing Stimulus 2 in
that same category.15 This strong relation is rarely
found in empirical results.16 Listeners are better able
to discriminate between two sounds than is predicted
only by their categorization performance, indicating
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From Liberman, A. M., Harris, K. S., Hoffman, H. S., & Griffith, B. C. (1957). The 
discrimination of speech sounds within and across phoneme boundaries. Journal of 
experimental psychology, 54(5), 358.

(“ba” vs. “da” vs. “ga”)

Discrimination task
(ABX; which is X identical to, A or B?)
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Categorical perception (CP) in speech
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were variants of the same category, even when
physical differences were equated. As shown in
Figure 2, observers’ discrimination accuracy tended
to peak at the boundaries between the phonemic
categories. Liberman et al.13 concluded that the
phonemic categories possessed by an adult speaker
of English influence the perceptual discriminations
that they can make.

The strongest version of CP claims that the
probabilities from the category identification task can
completely predict discrimination performance. That
is, people use only their categorizations in order to
determine whether two stimuli are identical. For a
situation in which each stimulus must belong to either

Category A or Category B, this strong statement can
be mathematically expressed as

P(c) = 1 + (p1 − p2)
2

where P(c) is the probability of a correct ABX
discrimination between Stimulus 1 and Stimulus 2,
p1 is the probability of placing Stimulus 1 in category
A, and p2 is the probability of placing Stimulus 2 in
that same category.15 This strong relation is rarely
found in empirical results.16 Listeners are better able
to discriminate between two sounds than is predicted
only by their categorization performance, indicating
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were variants of the same category, even when
physical differences were equated. As shown in
Figure 2, observers’ discrimination accuracy tended
to peak at the boundaries between the phonemic
categories. Liberman et al.13 concluded that the
phonemic categories possessed by an adult speaker
of English influence the perceptual discriminations
that they can make.

The strongest version of CP claims that the
probabilities from the category identification task can
completely predict discrimination performance. That
is, people use only their categorizations in order to
determine whether two stimuli are identical. For a
situation in which each stimulus must belong to either

Category A or Category B, this strong statement can
be mathematically expressed as

P(c) = 1 + (p1 − p2)
2

where P(c) is the probability of a correct ABX
discrimination between Stimulus 1 and Stimulus 2,
p1 is the probability of placing Stimulus 1 in category
A, and p2 is the probability of placing Stimulus 2 in
that same category.15 This strong relation is rarely
found in empirical results.16 Listeners are better able
to discriminate between two sounds than is predicted
only by their categorization performance, indicating
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CP, but discrimination is not solely based on categorization



P(discrim S1 vs. S2) = 1 + (P(A |S1) − P(A |S2))
2
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were variants of the same category, even when
physical differences were equated. As shown in
Figure 2, observers’ discrimination accuracy tended
to peak at the boundaries between the phonemic
categories. Liberman et al.13 concluded that the
phonemic categories possessed by an adult speaker
of English influence the perceptual discriminations
that they can make.

The strongest version of CP claims that the
probabilities from the category identification task can
completely predict discrimination performance. That
is, people use only their categorizations in order to
determine whether two stimuli are identical. For a
situation in which each stimulus must belong to either

Category A or Category B, this strong statement can
be mathematically expressed as

P(c) = 1 + (p1 − p2)
2

where P(c) is the probability of a correct ABX
discrimination between Stimulus 1 and Stimulus 2,
p1 is the probability of placing Stimulus 1 in category
A, and p2 is the probability of placing Stimulus 2 in
that same category.15 This strong relation is rarely
found in empirical results.16 Listeners are better able
to discriminate between two sounds than is predicted
only by their categorization performance, indicating
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Russian blues reveal effects of language
on color discrimination
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English and Russian color terms divide the color spectrum differ-
ently. Unlike English, Russian makes an obligatory distinction
between lighter blues (‘‘goluboy’’) and darker blues (‘‘siniy’’). We
investigated whether this linguistic difference leads to differences
in color discrimination. We tested English and Russian speakers in
a speeded color discrimination task using blue stimuli that spanned
the siniy/goluboy border. We found that Russian speakers were
faster to discriminate two colors when they fell into different
linguistic categories in Russian (one siniy and the other goluboy)
than when they were from the same linguistic category (both siniy
or both goluboy). Moreover, this category advantage was elimi-
nated by a verbal, but not a spatial, dual task. These effects were
stronger for difficult discriminations (i.e., when the colors were
perceptually close) than for easy discriminations (i.e., when the
colors were further apart). English speakers tested on the identical
stimuli did not show a category advantage in any of the conditions.
These results demonstrate that (i) categories in language affect
performance on simple perceptual color tasks and (ii) the effect of
language is online (and can be disrupted by verbal interference).

categorization ! cross-linguistic ! Whorf

D ifferent languages divide color space differently. For exam-
ple, the English term ‘‘blue’’ can be used to describe all of

the colors in Fig. 1. Unlike English, Russian makes an obligatory
distinction between lighter blues (‘‘goluboy’’) and darker blues
(‘‘siniy’’). Like other basic color words, ‘‘siniy’’ and ‘‘goluboy’’
tend to be learned early by Russian children (1) and share many
of the usage and behavioral properties of other basic color words
(2). There is no single generic word for ‘‘blue’’ in Russian that
can be used to describe all of the colors in Fig. 1 (nor to
adequately translate the title of this work from English to
Russian). Does this difference between languages lead to dif-
ferences in how people discriminate colors?

The question of cross-linguistic differences in color perception
has a long and venerable history (e.g., refs. 3–14) and has been
a cornerstone issue in the debate on whether and how much
language shapes thinking (15). Previous studies have found
cross-linguistic differences in subjective color similarity judg-
ments and color confusability in memory (4, 5, 10, 12, 16). For
example, if two colors are called by the same name in a language,
speakers of that language will judge the two colors to be more
similar and will be more likely to confuse them in memory
compared with people whose language assigns different names
to the two colors. These cross-linguistic differences develop early
in children, and their emergence has been shown to coincide with
the acquisition of color terms (17). Further, cross-linguistic
differences in similarity judgments and recognition memory can
be disrupted by direct verbal interference (13, 18) or by indirectly
preventing subjects from using their normal naming strategies
(10), suggesting that linguistic representations are involved
online in these kinds of color judgments.

However, evidence from memory studies and subjective sim-
ilarity ratings has left some critics unconvinced (19, 20). Pinker
(19) summarizes the critiques as follows:

Most of the experiments have tested banal ‘‘weak’’
versions of the Whorfian hypothesis, namely that words
can have some effect on memory or categorization. . . .
In a typical experiment, subjects have to commit paint
chips to memory and are tested with a multiple-choice
procedure. In some of these studies, the subjects show
slightly better memory for colors that have readily
available names in their language. . . . All [this] shows is
that subjects remembered the chips in two forms, a
non-verbal visual image and a verbal label, presumably
because two types of memory, each one fallible, are
better than one. In another type of experiment subjects
have to say which two of three color chips go together;
they often put the ones together that have the same
name in their language. Again, no surprise. I can imagine
the subjects thinking to themselves, ‘‘Now how on earth
does this guy expect me to pick two chips to put
together? He didn’t give me any hints, and they’re all
pretty similar. Well, I’d probably call these two ‘green’
and that one ‘blue,’ and that seems as good a reason to
put them together as any.’’

Because previous cross-linguistic comparisons have relied on
memory procedures or subjective judgments, the question of
whether language affects objective color discrimination perfor-
mance has remained. Studies testing only color memory leave
open the possibility that, when subjects make perceptual dis-
criminations among stimuli that can all be viewed at the same
time, language may have no influence. In studies measuring
subjective similarity, it is possible that any language-congruent
bias results from a conscious, strategic decision on the part of the
subject (19). Thus, such methods leave open the question of
whether subjects’ normal ability to discriminate colors in an
objective procedure is altered by language.

Here we measure color discrimination performance in two
language groups in a simple, objective, perceptual task. Subjects
were simultaneously shown three color squares arranged in a
triad (see Fig. 1) and were asked to say which of the bottom two
color squares was perceptually identical to the square on top.

This design combined the advantages of previous tasks in a
way that allowed us to test for the effects of language on color
perception in an objective task, with an implicit measure and
minimal memory demands.

First, the task was objective in that subjects were asked to
provide the correct answer to an unambiguous question, which
they did with high accuracy. This feature of the design addressed
the possibility that subjects rely only on linguistic representations
when faced with an ambiguous task that requires a subjective

Author contributions: J.W., N.W., M.C.F., A.R.W., and L.B. designed research; J.W., N.W.,
M.C.F., and L.W. performed research; J.W., N.W., L.W., and L.B. analyzed data; and J.W.
wrote the paper.
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which is the same as the above square?

judgment. If linguistic representations are only used to make
subjective judgments in ambiguous tasks, then effects of lan-
guage should not show up in an objective unambiguous task with
a clear correct answer.

Second, all stimuli involved in a perceptual decision (in this
case, the three color squares) were present on the screen
simultaneously and remained in full view until the subjects
responded. This allowed subjects to make their decisions in the
presence of the perceptual stimulus and with minimal memory
demands.

Finally, we used the implicit measure of reaction time, a subtle
aspect of behavior that subjects do not generally modulate
explicitly. Although subjects may decide to bias their decisions in
choosing between two options in an ambiguous task, it is unlikely
that they explicitly decide to take a little longer in responding in
some trials than in others.

In summary, this design allowed us to test subjects’ discrim-
ination performance of a simple, objective perceptual task.
Further, by asking subjects to perform these perceptual discrim-
inations with and without verbal interference, we are able to ask
whether any cross-linguistic differences in color discrimination
depend on the online involvement of language in the course of
the task.

The questions asked here are as follows. Are there cross-
linguistic differences in color discrimination even for simple,
objective, perceptual discrimination tasks? If so, do these dif-
ferences depend on the online involvement of language? Previ-
ous studies with English speakers have demonstrated that verbal
interference changes English speakers’ performance in speeded
color discrimination (21) and in visual searching (22, 23) across
the English blue/green boundary. If a color boundary is present
in one language but not another, will the two language groups
differ in their perceptual discrimination performance across that
boundary? Further, will verbal interference affect only the
performance of the language group that makes this linguistic
distinction?

Here we tested English and Russian speakers in an objective
color discrimination task across a color boundary that exists in
Russian but not in English. Twenty color stimuli spanning the
Russian siniy/goluboy range were used (Fig. 1). Subjects were
shown colors arranged in a triad; their task was to indicate as
quickly and accurately as possible which of the two bottom color
squares was identical to the top square. In some trials the
distracter square was from the same Russian category as the
match (i.e., both were goluboy or both were siniy); these were
called ‘‘within-category’’ trials. In other trials the match and the
distracter fell into different Russian categories (i.e., one was
goluboy and one was siniy); these were called ‘‘cross-category’’
trials. For English speakers, all of the colors in all trials fell into
the same basic linguistic category, namely, blue.

If linguistic effects on color discrimination are specific to the
categories encoded in a speaker’s language, then Russian
speakers should make faster cross-category discriminations
than within-category discriminations, a category advantage.
For English speakers, it should not matter whether colors fall
into the same or different linguistic categories in Russian, so
they should not show any such differences.

Further, if linguistic processes play an active, online role in
perceptual tasks (10), then a verbal dual task, but not a nonlin-
guistic dual task, should diminish the goluboy/siniy category
advantage found in Russian speakers. To evaluate this possibil-
ity, subjects performed the color discrimination task under three
conditions: a normal viewing, no-interference condition in which
there was no dual task; a verbal-interference condition, in which
subjects silently rehearsed digit strings while simultaneously
completing the color discrimination trials; and a control, spatial-
interference condition, in which subjects maintained a spatial
pattern in memory while completing color discrimination trials.
The spatial-interference control condition was used to examine
whether any differences between the baseline condition and
verbal-interference condition were specific to language, or
whether they were due to nonspecific effects of any dual task.

Finally, we had previously found (unpublished work) that lin-
guistic categories are more likely to play a role in perceptual tasks
that are more difficult (e.g., ones that involve finer discriminations).
To explore this finding with a new set of color stimuli and speakers
of a different language, we included color discriminations that were
easier (in which the target and distracter color squares were
perceptually dissimilar, the ‘‘far-color comparisons’’) and discrim-
inations that were harder (in which the target and distracter color
squares were perceptually closer, the ‘‘near-color comparisons’’).

Results
Boundaries. To determine each subject’s linguistic color bound-
ary within the range of blues used in this work, we administered
a brief color classification task at the end of the experiment
(after the main color discrimination blocks). Subjects were asked
to classify each color square used in this work as either goluboy
or siniy (for Russian speakers) or light blue or dark blue (for
English speakers). All subjects classified the lightest stimulus
(stimulus 1 in Fig. 1) as goluboy or light blue and stimulus 20 as
siniy or dark blue. Each subject’s boundary was identified as the
transition point in these classification responses. If the transition
fell between two stimuli or was ambiguous, the slower reaction
time was used to disambiguate the boundary, because colors
closest to boundaries tend to be categorized more slowly in
simple classification tasks (e.g., ref. 24). The locations of the
goluboy/siniy boundary (Russian speakers) and the light blue/
dark blue boundary (English speakers) were nearly identical:
8.7 ! 2.2 vs. 8.6 ! 2.5, respectively (mean ! SD).

Analysis. Each subject’s data were analyzed relative to their own
linguistic boundary. Trials were classified as within-category if
the test stimuli fell on the same side of that subject’s boundary
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Fig. 1. The 20 blue colors used in this study are shown at the top of the figure.
An example triad of color squares used in this study is shown at the bottom of
the figure. Subjects were instructed to pick which one of the two bottom
squares matched the color of the top square.
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judgment. If linguistic representations are only used to make
subjective judgments in ambiguous tasks, then effects of lan-
guage should not show up in an objective unambiguous task with
a clear correct answer.

Second, all stimuli involved in a perceptual decision (in this
case, the three color squares) were present on the screen
simultaneously and remained in full view until the subjects
responded. This allowed subjects to make their decisions in the
presence of the perceptual stimulus and with minimal memory
demands.

Finally, we used the implicit measure of reaction time, a subtle
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choosing between two options in an ambiguous task, it is unlikely
that they explicitly decide to take a little longer in responding in
some trials than in others.
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ination performance of a simple, objective perceptual task.
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in one language but not another, will the two language groups
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boundary? Further, will verbal interference affect only the
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color discrimination task across a color boundary that exists in
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shown colors arranged in a triad; their task was to indicate as
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match (i.e., both were goluboy or both were siniy); these were
called ‘‘within-category’’ trials. In other trials the match and the
distracter fell into different Russian categories (i.e., one was
goluboy and one was siniy); these were called ‘‘cross-category’’
trials. For English speakers, all of the colors in all trials fell into
the same basic linguistic category, namely, blue.

If linguistic effects on color discrimination are specific to the
categories encoded in a speaker’s language, then Russian
speakers should make faster cross-category discriminations
than within-category discriminations, a category advantage.
For English speakers, it should not matter whether colors fall
into the same or different linguistic categories in Russian, so
they should not show any such differences.

Further, if linguistic processes play an active, online role in
perceptual tasks (10), then a verbal dual task, but not a nonlin-
guistic dual task, should diminish the goluboy/siniy category
advantage found in Russian speakers. To evaluate this possibil-
ity, subjects performed the color discrimination task under three
conditions: a normal viewing, no-interference condition in which
there was no dual task; a verbal-interference condition, in which
subjects silently rehearsed digit strings while simultaneously
completing the color discrimination trials; and a control, spatial-
interference condition, in which subjects maintained a spatial
pattern in memory while completing color discrimination trials.
The spatial-interference control condition was used to examine
whether any differences between the baseline condition and
verbal-interference condition were specific to language, or
whether they were due to nonspecific effects of any dual task.

Finally, we had previously found (unpublished work) that lin-
guistic categories are more likely to play a role in perceptual tasks
that are more difficult (e.g., ones that involve finer discriminations).
To explore this finding with a new set of color stimuli and speakers
of a different language, we included color discriminations that were
easier (in which the target and distracter color squares were
perceptually dissimilar, the ‘‘far-color comparisons’’) and discrim-
inations that were harder (in which the target and distracter color
squares were perceptually closer, the ‘‘near-color comparisons’’).

Results
Boundaries. To determine each subject’s linguistic color bound-
ary within the range of blues used in this work, we administered
a brief color classification task at the end of the experiment
(after the main color discrimination blocks). Subjects were asked
to classify each color square used in this work as either goluboy
or siniy (for Russian speakers) or light blue or dark blue (for
English speakers). All subjects classified the lightest stimulus
(stimulus 1 in Fig. 1) as goluboy or light blue and stimulus 20 as
siniy or dark blue. Each subject’s boundary was identified as the
transition point in these classification responses. If the transition
fell between two stimuli or was ambiguous, the slower reaction
time was used to disambiguate the boundary, because colors
closest to boundaries tend to be categorized more slowly in
simple classification tasks (e.g., ref. 24). The locations of the
goluboy/siniy boundary (Russian speakers) and the light blue/
dark blue boundary (English speakers) were nearly identical:
8.7 ! 2.2 vs. 8.6 ! 2.5, respectively (mean ! SD).

Analysis. Each subject’s data were analyzed relative to their own
linguistic boundary. Trials were classified as within-category if
the test stimuli fell on the same side of that subject’s boundary
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judgment. If linguistic representations are only used to make
subjective judgments in ambiguous tasks, then effects of lan-
guage should not show up in an objective unambiguous task with
a clear correct answer.

Second, all stimuli involved in a perceptual decision (in this
case, the three color squares) were present on the screen
simultaneously and remained in full view until the subjects
responded. This allowed subjects to make their decisions in the
presence of the perceptual stimulus and with minimal memory
demands.

Finally, we used the implicit measure of reaction time, a subtle
aspect of behavior that subjects do not generally modulate
explicitly. Although subjects may decide to bias their decisions in
choosing between two options in an ambiguous task, it is unlikely
that they explicitly decide to take a little longer in responding in
some trials than in others.

In summary, this design allowed us to test subjects’ discrim-
ination performance of a simple, objective perceptual task.
Further, by asking subjects to perform these perceptual discrim-
inations with and without verbal interference, we are able to ask
whether any cross-linguistic differences in color discrimination
depend on the online involvement of language in the course of
the task.

The questions asked here are as follows. Are there cross-
linguistic differences in color discrimination even for simple,
objective, perceptual discrimination tasks? If so, do these dif-
ferences depend on the online involvement of language? Previ-
ous studies with English speakers have demonstrated that verbal
interference changes English speakers’ performance in speeded
color discrimination (21) and in visual searching (22, 23) across
the English blue/green boundary. If a color boundary is present
in one language but not another, will the two language groups
differ in their perceptual discrimination performance across that
boundary? Further, will verbal interference affect only the
performance of the language group that makes this linguistic
distinction?

Here we tested English and Russian speakers in an objective
color discrimination task across a color boundary that exists in
Russian but not in English. Twenty color stimuli spanning the
Russian siniy/goluboy range were used (Fig. 1). Subjects were
shown colors arranged in a triad; their task was to indicate as
quickly and accurately as possible which of the two bottom color
squares was identical to the top square. In some trials the
distracter square was from the same Russian category as the
match (i.e., both were goluboy or both were siniy); these were
called ‘‘within-category’’ trials. In other trials the match and the
distracter fell into different Russian categories (i.e., one was
goluboy and one was siniy); these were called ‘‘cross-category’’
trials. For English speakers, all of the colors in all trials fell into
the same basic linguistic category, namely, blue.

If linguistic effects on color discrimination are specific to the
categories encoded in a speaker’s language, then Russian
speakers should make faster cross-category discriminations
than within-category discriminations, a category advantage.
For English speakers, it should not matter whether colors fall
into the same or different linguistic categories in Russian, so
they should not show any such differences.

Further, if linguistic processes play an active, online role in
perceptual tasks (10), then a verbal dual task, but not a nonlin-
guistic dual task, should diminish the goluboy/siniy category
advantage found in Russian speakers. To evaluate this possibil-
ity, subjects performed the color discrimination task under three
conditions: a normal viewing, no-interference condition in which
there was no dual task; a verbal-interference condition, in which
subjects silently rehearsed digit strings while simultaneously
completing the color discrimination trials; and a control, spatial-
interference condition, in which subjects maintained a spatial
pattern in memory while completing color discrimination trials.
The spatial-interference control condition was used to examine
whether any differences between the baseline condition and
verbal-interference condition were specific to language, or
whether they were due to nonspecific effects of any dual task.

Finally, we had previously found (unpublished work) that lin-
guistic categories are more likely to play a role in perceptual tasks
that are more difficult (e.g., ones that involve finer discriminations).
To explore this finding with a new set of color stimuli and speakers
of a different language, we included color discriminations that were
easier (in which the target and distracter color squares were
perceptually dissimilar, the ‘‘far-color comparisons’’) and discrim-
inations that were harder (in which the target and distracter color
squares were perceptually closer, the ‘‘near-color comparisons’’).

Results
Boundaries. To determine each subject’s linguistic color bound-
ary within the range of blues used in this work, we administered
a brief color classification task at the end of the experiment
(after the main color discrimination blocks). Subjects were asked
to classify each color square used in this work as either goluboy
or siniy (for Russian speakers) or light blue or dark blue (for
English speakers). All subjects classified the lightest stimulus
(stimulus 1 in Fig. 1) as goluboy or light blue and stimulus 20 as
siniy or dark blue. Each subject’s boundary was identified as the
transition point in these classification responses. If the transition
fell between two stimuli or was ambiguous, the slower reaction
time was used to disambiguate the boundary, because colors
closest to boundaries tend to be categorized more slowly in
simple classification tasks (e.g., ref. 24). The locations of the
goluboy/siniy boundary (Russian speakers) and the light blue/
dark blue boundary (English speakers) were nearly identical:
8.7 ! 2.2 vs. 8.6 ! 2.5, respectively (mean ! SD).

Analysis. Each subject’s data were analyzed relative to their own
linguistic boundary. Trials were classified as within-category if
the test stimuli fell on the same side of that subject’s boundary
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Fig. 1. The 20 blue colors used in this study are shown at the top of the figure.
An example triad of color squares used in this study is shown at the bottom of
the figure. Subjects were instructed to pick which one of the two bottom
squares matched the color of the top square.
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Influences of Categorization on Perceptual Discrimination

Robert Goldstone

Four experiments investigated the influence of categorization training on perceptual discrimina-
tion. Ss were trained according to 1 of 4 different categorization regimes. Subsequent to category
learning, Ss performed a Same-Different judgment task. Ss' sensitivities (d's) for discriminating
between items that varied on category-(ir)relevant dimensions were measured. Evidence for
acquired distinctiveness (increased perceptual sensitivity for items that are categorized differently)
was obtained. One case of acquired equivalence (decreased perceptual sensitivity for items that are
categorized together) was found for separable, but not integral, dimensions. Acquired equivalence
within a categorization-relevant dimension was never found for either integral or separable
dimensions. The relevance of the results for theories of perceptual learning, dimensional attention,
categorical perception, and categorization are discussed.

Psychologists have long been intrigued by the possibility
that the concepts that people learn influence their perceptual
abilities. It may be that the way people organize their world
into categories alters the actual appearance of their world.
The purpose of the present research is to investigate influ-
ences of concept learning on perception.

The notion that experience and expectations can influence
perception can be traced back to the "New Look" movement
of the 1940s and 50s (J. A. Bruner & Postman, 1949).
Evidence suggests that experts perceive structures in X rays
(Norman, Brooks, Coblentz, & Babcook, 1992), beers
(Peron & Allen, 1988), and infant chickens (Biederman &
Shiffrar, 1987) that are missed by novices. As the experts in
these fields learn to distinguish among the concepts in their
domain (types of fractures, brands of beer, or genders of
chickens), they seem to acquire new ways of perceptually
structuring the objects to be categorized.

This suggestion—that categorization causes changes to
perceptual abilities—is not implicated in most traditional
accounts of concept learning. In J. S. Bruner, Goodnow, and
Austin's (1956) classic studies of concept learning, subjects
saw flash cards with shapes and were required to learn rules
such as "If the flash card has a circle or something black,
then it belongs in Category A" on the basis of feedback
provided by the experimenter. Although work in concept
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learning has come a long way since J. S. Bruner et al.'s
study (Estes, 1986; Kruschke, 1992; Medin & Schaffer,
1978; Nosofsky, 1986; Reed, 1972), vestiges of this earlier
work are apparent in current research. Specifically, many
researchers have investigated concept learning using stim-
uli that have clear-cut dimensions with clearly different
values on these dimensions. Although such stimuli are
mandatory in many cases for experimental control and
precision, they do not require subjects to perceptually
learn new dimensions or finer discriminations. In the
present described concept learning tasks, subjects had to
make fine discriminations along dimensions or isolate di-
mensions that normally are fused together. In both cases,
the perceptual abilities required for the categorization task
are not at a ceiling level before categorization training be-
gins; consequently, experience with categorization may
drive perceptual learning.

Evidence for an Influence of Learning on Perception

Perceptual Learning

Although most concept learning work has not dealt with
the development of new perceptual abilities from experi-
ence (but see Norman, Brooks, & Allen, 1989; Wisniewski
& Medin, in press), this topic has been addressed in other
literature. Most influential, perhaps, has been E. J. Gibson's
(1969) treatment of perceptual learning, the process by
which there is "an increase in the ability to extract infor-
mation from the environment, as a result of experience and
practice with stimulation coming from it" (p. 3). Gibson
demonstrated several times that people can increase their
perceptual sensitivity by categorizing or identifying stimuli.
One type of perceptual learning, called predifferentiation
(E. J. Gibson, 1991) or preexposure effect (Hall, 1991),
entails heightened perceptual sensitivity following exposure
to the tested materials. Simply preexposing subjects to stim-
uli often facilitates their later discriminations among the
stimuli. For example, E. J. Gibson and Walk (1956) placed
cutout shapes in the cages of some rats but not others.
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acquired similarity: differences between objects in the 
same categories are deemphasized

acquired distinctiveness: differences between objects in 
different categories are emphasized

learned 
boundary



• Most category learning experiments have clear-cut stimuli with clear 
values on the dimensions.

• In present study, participants need to make fine discriminations 
between categories, showing how experience with categorization 
may drive perceptual learning

Category learning with hard perceptual discrimination

category A category B

Most experiments have easy perceptual discriminations 
(e.g., Shepard, Hovland, & Jenkins)
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
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right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of

 2009 John Wi ley & Sons, L td.

WIREs Cognitive Science Categorical perception

4

3

2

1

1 2 3 4

A A A A

AAAA

B B B B

BBBB

Size

B
rig

ht
ne

ss

FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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ALCOVE can explain acquired distinctiveness and acquired 
similarity, as applied across entire dimensions
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But, ALCOVE's attention 
doesn't do this, but could if 
combined with category 
response

P(discrim S1 vs. S2) = 1 + (P(A |S1) − P(A |S2))
2



• Category learning can clearly produce perceptual changes that last beyond the 
categorization task

• Goldstone mainly found acquired distinctiveness, such that differences between objects 
in different categories are emphasized

• ALCOVE does not necessarily predict discrimination judgements (it does categorization, 
not discrimination), but it is consistent with perceptual changes, especially when these 
effects operate across an entire dimension

• Different changes to perception depending on whether dimensions are integral or separable

• But this differs by domain: with speech and more complex stimuli, category learning can 
lead to both acquired distinctiveness and acquired similarity, and even acquired similarity 
within a class

Conclusion from Goldstone’s results



INFANT BEHAVIOR AND DEVELOPMENT 7, 49-63 (1984) 

Cross-Language Speech Perception: 
Evidence for Perceptual Reorganization 

During the First Year of Life* 

JANET F. WERKER AND RICHARD C. TEES 
University of British Columbia 

Previous work in which we compared English infants, English odults, and Hindi 
odults on their obility to discriminate two pairs of Hindi (non-English) speech con- 
trasts has indicated thot infants discriminate speech sounds according to phonetic 
category without prior specific language experience (Werker, Gilbert, Humphrey, 
8 Tees, 1981). whereas adults and children OS young OS age 4 (Werker 8 Tees, in 
press), may lose this obility as a function of age and or linguistic experience. The 
present work was designed to (0) determine the generolizability of such a decline 
by comparing adult English, adult Salish, and English infant subjects on their per- 
ception of a new non-English (Salish) speech contrast, and (b) delineate the time 
course of the developmental decline in this ability. The results of these experi- 
ments replicate our original findings by showing that infonts con discriminate 
nonnative speech contrasts without relevont experience, and thot there is a de- 
cline in this ability during ontogeny. Furthermore, dota from both cross-sectional 
and longitudinal studies shows that this decline occurs within the first yeor of life, 
and thot it is o function of specific longuage experience. 

infants speech perception cross-longuage decline 

While a large (but finite) number of sound segments occur in the languages of 
the world, only a subset is used phonemically (to differentiate meaning) in any 
particular language. Several researchers have predicted that human infants are 
born with the ability to discriminate the universal set of phonetic contrasts 
regardless of language experience, and that this ability declines as a function of 
specific linguistic experience (Eimas, 1978; Morse, 1978; Werker et al., 1981). 
Alternatively, it has been proposed that experience listening to a language may 
be necessary to facilitate the perception of the phonetic distinctions used in 
that language (Eilers, Gavin, & Wilson, 1979). Most relevant data support the 
first of these predictions, suggesting that rather than having to learn to differ- 
entiate phonetic features, young infants seem to respond to speech sounds ac- 
cording to the categories that could serve as the basis for adult phonemic 

l This work was jointly supported by grants to Richard C. Tees from the Social Sciences 
and Humanities Research Council (410-81-0796), the National Research Council (PA0179) of 
Canada, and the National Institute of Mental Health (lR03NH35829), and by NICHD Grant 
HD12420 to Haskins Laboratories. We thank the infants and mothers who made this study possi- 
ble. We also thank KathySearcy, Sue Tees, and Carole Bawden for their assistance. Special thanks 
to AI Liberman for making us welcome at Haskins Laboratories. Requests for reprints should be 
sent to Janet F. Werker, Department of Psychology, DaIhousie University, Halifax, Nova Scotia, 
B3H 451, or to Richard C. Tees, Department of Psychology, University of British Columbia, Van- 
couver, BC, V6T lY7, Canada. 
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CROSS-LANGUAGE SPEECH PERCEPTION 61 

INFANT SUBJECTS REACHING CRITERION 
ON HINDI AND SALISH CONTRASTS 
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Figure 4. Proportion of infant subiects from three ages and various backgrounds 
reaching criterion on Hindi and Thompson (Salish) contrasts. 

GENERAL DISCUSSION 

In summary, these experiments provide strong support for the claim that 
young infants can discriminate many of the phonetic distinctions used across 
natural languages without relevant experience, and that there is a decline in 
this ability as a function of specific language experience. Furthermore, these 
experiments provide data showing that this decline may be evident by the end 
of the first year of life. 

Young infants can discriminate universal set of phonetic contrasts (6 mo), 
but they lose non-native contrasts between 8-12 mo

• Unlike in Goldstone’s experiment, 
speech sound learning is 
characterized by declining 
discrimination in first year of line

• Procedure: Infants habituated to 
specific sound category, and rewarded 
for head turn when sound category 
changes

• Criterion based on succeeding on 8/10 
change trials, and discriminating /ba/ vs 
/da/ before and after non-native 
contrast test

• Exp 2 (cross-sectional) with infants of 
different ages, and Exp 3 (longitudinal) 
with same infants, with similar results

• Infants lose non-native contrasts 
between 8-12 mo (acquired 
similarity)
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Categorization Creates Functional Features
Philipjje G. Schyns
University of Glasgow

Luc Rodet
University of Grenoble

Many theories of object recognition and categorization claim that complex objects are
represented in terms of characteristic features. The origin of these features has been neglected
in theories of object categorization. Do they form a fixed and independent set that exists before
experience with objects, or are features progressively extracted and developed as an organism
categorizes its world? This article maintains that features can be learned flexibly as a
consequence of categorizing and representing objects. AH 3 experiments reported in this
article used categories of unfamiliar, computer-synthesized 2-dimensional objects ("Martian
cells"). The results showed that varying the order of category learning induced the creation of
different features that changed the perceptual appearance and the featural representation of
identical category exemplars. Network simulations supported a flexible rather than a
fixed-feature interpretation of the data.

Many theories of object recognition and categorization
assume that objects are represented in memory as groups of
components. To classify an object, one must first identify its
components and then compare them to memory representa-
tions. For example, when a person sees a cup, he or she
might first identify a container or a handle before categoriz-
ing the object properly. Of course, not all components of an
object are necessary for its categorization, but many of them
are probably identified during the recognition process.
Componential accounts that embody this general approach
include theories of object recognition and categorization
(see, among others, Biederman, 1987; Marr & Nishihara,
1978; Rosch & Mervis, 1975; E. E. Smith & Medin, 1981;
Treisman & Gelade, 1980).

Although most object categorization theories are compo-
nential, they have paid less attention to the origin of the
components themselves. Do these components, or features,
form a fixed and independent vocabulary that exists prior to
the experience with objects, or are features progressively
learned and developed as an organism categorizes and
represents its world? Most current models of category
learning leave aside the issue of feature learning and feature
development. Their feature set is fixed and unaffected by the
classification and learning processes.

Classification and learning processes, however, operate
on a stable featural analysis (a perceptual organization) of
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the ever-changing retinal input. Even though our sophisti-
cated visual apparatus probably comes equipped with a
priori ways of analyzing and organizing retinal images, there
are occasions when a relevant perceptual analysis is not
readily available. For example, complete novices reading
chest X-rays (e.g., Christensen et al., 1981), sexing chickens
(Biederman & Shiffrar, 1987), and categorizing dermatoses
(Norman, Brooks, Coblentz, & Babcock, 1992) have little
understanding of the relevant dimensional structure of these
categories. Even when told what the signs of different
diagnosis are, novices are not always able to see the features
experts use to organize the input. If one takes a developmen-
tal perspective, it seems clear that infants and young children
are not always able to analyze objects by using all the
stimulus dimensions that are used by adults (C. Smith,
Carey, & Wiser, 1985; L. B. Smith & Kemler, 1978; Ward,
1983).

Thus, there is suggestive evidence that features are
flexible—that is, they adjust to the perceptual experience
and the categorization history of the individual. Flexible
features open the possibility that the same input is differently
perceived and analyzed before being categorized. Hence, a
complete theory of categorization and conceptual develop-
ment should not only explain the ways in which object
features are combined to form concepts, it should also
explain the origin and the development of the features
participating in the analysis of the input. The studies
presented in this article investigate further the claim that a
significant part of learning a category involves learning the
features entering its representation (Schyns, 1991; Schyns &
Murphy, 1994; Thibaut, 1991; Wisniewski & Medin, 1994).

Fixed Space Category Learning

In Bruner, Goodnow, and Austin's (1956; Bourne, 1982;
R. N. Shepard, Hovland, & Jenkins, 1961) classical concept
learning experiments, participants were shown simple, col-
ored geometric shapes and were instructed to learn the rules
for their categorization. These rules were logical combina-
tions of the features that were clearly demarcated in the
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Review: What counts as a feature? 

Bird? Birds  
You’ve Seen Prototypical 

Bird • What counts as a feature? (Murphy & Medin, 1985)


To change the importance of age, we could include features for "around 10 years 
ago," "around 100 years ago," "1000 years ago”,  etc.

To change importance of size, we could include “smaller than the earth,” “smaller 
than a country”, “smaller than a city,” etc.


• It is difficult to establish the “respects for similarity” (Medin, Goldstone, & Gentner, 
1993, Psych Rev)

Similarity



• Most category learning experiments have clear-cut stimuli with clear 
dimensions of variation

• Most models don’t address where the features come from — 
instead they are provided. This can be characterized as a “fixed 
feature view”

Traditional “fixed feature” account of category learning

category A category B
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FIGURE 3 | Stimuli used by Goldstone.47 Sixteen squares were
constructed by combining four values of brightness with four values of
size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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size. The letters show the categorizations of the squares when
brightness was relevant, and for other participants size was relevant.
Categorization training on the shown categories leads to heightened
discriminability of pairs of squares that differ on brightness, and is at a
peak at the boundary between the As and Bs. Reprinted with
permission from the authors.

right response. Rats learned this second discrimination
better when they had been trained earlier to make
a black/white discrimination. Stimuli also acquire
‘nondistinctiveness’ (or ‘equivalence’). When cues
are irrelevant for an earlier discrimination, there
is a deleterious effect on subsequent discrimination
learning with them.44 Both of these effects are
commonplace in human subjects,45,46 and provide
mechanisms for an influence of categorization on
visual discriminations.

Researchers have explored the question of
whether arbitrary new visual categorizations can be
learned, and if so, whether they alter perceptual
sensitivities. Using the stimuli shown in Figure 3,
Goldstone47 first gave participants categorization
training involving either brightness or size. Subsequent
to categorization training, participants were given a
same/different judgment task in which horizontally
or vertically adjacent squares from Figure 3 were
presented, or the same square was repeated twice and
participants were required to respond as to whether
the two squares were exactly identical on both their
size and brightness, or differed even slightly on either
dimension. When a dimension had been relevant for
categorization, participants’ same/different judgments
along this entire dimension were more accurate,

compared to those from participants for whom the
dimension was irrelevant or control participants who
did not undergo categorization training. In addition,
consistent with an acquired CP effect, the greatest
increase in accuracy was found for those particular
dimension values that were at the boundary between
learned categories (i.e., comparing values 2 and 3 on
brightness).

Other researchers have shown similar CP
effects with richer, more realistic stimuli. Whereas
Goldstone47 found mostly increased discriminability
for objects belonging to different categories (akin
to Lawrence’s acquired distinctiveness), Livingston
et al.48 found mostly decreased discriminability for
objects belonging to the same category (akin to
acquired equivalence), using complex line drawings
reminiscent of biological cells. Levin and Beale49

found CP effects along continua that were created
by morphing from one realistic face to another,
again indicating relatively rapid acquisition of
perceptual equivalence classes. Using the same
morphing technique to create new dimensions
between arbitrarily paired endpoints, Newell and
Bulthoff50 found that classifying familiar, three-
dimensional objects produced increased perceptual
discriminability for these objects at the classification
boundary. Results suggest that CP effects with faces
are more robust when the faces that serve as endpoints
of a morph continuum are familiar rather than
unfamiliar faces, or when they have been labeled
to make them unique.51 The difference in CP effects
because of face familiarity have been localized to a
few brain regions in the right hemisphere, including
the middle occipital gyrus, the posterior fusiform
gyrus, and the inferotemporal cortex.52 Goldstein
and Davidoff53 found CP of animal patterns for
members of a culture where differences between
patterns are important and captured by their system
of animal terms. All of these results suggest that
CP is a general and robust phenomenon in visual
processing, providing a rationale for developing a
general account of it in terms of the development of
perceptual expertise.54

One visual domain worthy of singling out is
color. Early work on the cross-cultural perception
of color suggested that cultures with very different
color categories, as indicated by their color words,
nonetheless, showed similar perceptual memory
differences for different colors.55 However, more
recent work has shown that cultures that organize
colors into different categories show differences in
their perceptual memory and sensitivity that are
consistent with these categories.56 For example,
people show better ability to remember which of
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Figure 2. An accepted grasp for chick sexing. (Modified from "Chick Sexing" by J. H. Lunn, 1948, American Scientist, 36,
pp. 280-287. Copyright 1948 by the American Scientist Photograph by the University of Minnesota Photographic Labora-
tory. Adapted by permission,)

primitive volumes that can be generated from contrasts of these
nonaccidental properties. These may be sufficient to account
for real-time object recognition (Biederman. 1987). Examples
of properties of contour that do vary with viewpoint (and are
hence not nonaccidental) are degree of curvature and length.
Humans readily discriminate differences in nonaccidental
properties (e.g., straight vs. curved) but are slow and inaccurate
in judging metric properties such as length or degree of curva-
ture. The general thesis pursued here is that, whenever possible,
visual classification will be based on contrasts in nonaccidental
properties (Biederman, 1987).

An Experimental Investigation of the Utility
of the Contour Contrast

Was the simple contour difference providing the basis for a
significant portion of the judgments of chicken sexers? We put
this question to experimental test by assessing the effect of in-
structions that described the nature and location of the contour
differences on the judgments of naive subjects. We did this by
comparing the performance of these subjects before and after
their instruction. We also compared the performance of the na-
ive subjects with those of a small sample of professional sexers.

Method

Naive Group

A group of 36 students and faculty members from the University of
California at Santa Cruz (UCSC) and the State University of New York
(SUNY) at Buffalo, with no confessed experience or knowledge of chick
sexing, viewed the 18 pictures in Figure I. The pictures were arranged
in random appearing order. Subjects were told that the pictures were
divided equally between males and females and to use their "own intu-
itions to discriminate between the two types of genitalia." No accuracy
feedback was provided. Two different arrangements of the 18 pictures
were used with the arrangements balanced over subjects for the pre- and
posttesting. Responses were recorded on a standardized answer sheet.

Following the pretest, half the subjects (those from UCSC) were given

an instructional sheet (Figure 3) that described the location and map-
ping of the critical contours. Approximately 1 min was required for this
instruction. After reading the instructions, the subjects reclassified the
18 pictures, which were presented in a different randomized arrange-
ment. The other half of the subjects (those from SUNY at Buffalo) re-
took the test without instructions or feedback from the first test. Sub-
jects were told that the arrangements of pictures would not be the same
for the pre- and posttest.

Professional Sexers

A total of five professional sexers were interviewed in their homes
with a structured interview thai assessed their training and employment
history and use of perceptual and cognitive information in performing
the task. Four of the five sexers had retired by the time of the interview.
These four had been employed by Kimberly Farms in Fremont, Califor-
nia, which had been considered a leader in research and innovation in
the poultry industry. Neither their interview responses nor their perfor-
mance noticeably differed from the currently employed sexer. The pro-
fessionals had been full-time sexers for a mean of 24.4 years (range =
18 to 36 years).

Pictures

The most important point to note about the pictures shown in Figure
1 is that they were initially created by Canfield (1940, 1941) to depict
rare and difficult types. Their high level of difficulty provided us with
an opportunity to obtain sufficient errors from the experts to correlate
performance over the various pictures with the performance of subjects
who received instructions in the course of our experiment, To our
knowledge these are the only pictures of variations in chick genitalia.
Not a single sexer, including one who went through a special school
devoted to sexing, reported ever seeing pictures of chick genitalia.

Canfield (1941) reported the frequency of the various types in a sam-
ple of 10,000 chicks from "random commercial flocks." Male Types a
and b were reported as constituting 64.32% of the sample; c, 7.85%; d
and d', 0.58%; e and f, 20.53%; and h, 3.41%. For the females, a and b,
constituted 57.22%; c, c' and d, 16.98%; e and f, 24.52%; and g and h,
1.27%. These frequencies were consistent with Mr. Carlson's spontane-
ous comments when he looked at Figure 1, For the males, d' was termed

• Alternative is a “flexible feature view” : if a fragment of a 
stimulus categorizes objects, that fragment is instantiated 
as a unit in the representational code

• Suggestive evidence reading chest X-Rays and sexing 
chickens seems to require experience and specialized 
features

Can categorization create new features?

perceptual 
features concepts

CHICK SEXING 641

Figure 1. Genital eminences of day-old chicks. (From "Sex Determina-
tion of Day-Old Chicks II: Type Variations" by T. H. Canfield, 1941,
Poultry Science, 20, pp. 327-328. Copyright 1941 by the Poultry Sci-
ence Association, Inc. Reprinted by permission. Male genitals are in the
left column, female genitals in the right colmn.)

serve and interview him while he sexed several hundred chick-
ens at the hatchery at the University of California at Davis.

Observations
The chicks, only a few hours old, are brought to the sexer in

trays of 100. The task requires that the cloaca be everted. The
chick is held in the left hand (for a right-handed person) and the
fecal contents are squirted into a container to clear the cloaca
(see Figure 2). Gentle but firm pressure from the two thumbs
and right forefinger are exerted to spread the ventral surface of
the cloaca upwards to expose the eminence, called the "bead."
The eminence is about the size of a pin head. The sexing deci-
sion must be made quickly because the chick is at risk from the
vent eversion. Females are traditionally placed in a tray on the
right and males on the left.

Mr. Carlson worked quickly and steadily, spending approxi-
mately .5 s actually looking at each eminence under magnifica-
tion and a bright 200-W bulb.

Expert Systems Analysis
Because of the similarities among the eminences (Figure 1)

it is clear that a naive observer would not know where to look
in the picture or what to look for. We asked Mr. Carlson to circle
the critical areas in each of the pictures on a copy of Figure 1.
The critical region, the bead, is located between or above the
opening in the transverse folds (the lower symmetrical lobes) or
the longitudinal folds (the upper symmetrical processes lying
on the transverse folds).

Our examination of the beads revealed a simple difference in
the contours between males and females. In males, the emi-
nence was convex; in females, flat or concave. This differentia-
tion corresponded to the descriptions offered by some of the
sexers who described males as "round" and females as "pointy."
When a sketch of the shapes of the eminences was drawn (sim-
ilar to those in Figure 3) and shown to Mr. Carlson, he agreed
as to its diagnostichy.

This contrast in contour (concave vs. convex) has the charac-
teristic that it is invariant over viewpoint. That is, from virtually
any viewpoint of an object, convex regions will remain convex,
concave regions will remain concave. Thus, a two-dimensional
projection of a convex or concave section of contour to the eye
will, with extremely high likelihood, be produced by a convex
or concave contour, respectively, in the three-dimensional
world. Lowe (1984) presented a number of such nonaccidental
properties of images that allow a strong inference to be made
that that property is true of the three-dimensional region pro-
jecting the image. These are termed nonaccidental in that they
are unlikely to be produced by an accident of a particular view-
point. (Rock, 1983, has proposed a similar argument which he
termed as "coincidence avoidance.") For example, if a section
of contour is straight in the two-dimensional image, it is most
likely produced by a straight contour in the three-dimensional
world. The visual system appears to ignore the possibility that
the straight edge in the image could be a projection of a curved
edge from a viewpoint where it will project an image edge that
is straight (Lowe, 1984). Other examples of nonaccidental prop-
erties are smooth curvature, symmetry, parallelism, and coter-
mination of edges. Biederman (1987) has derived a set of 36

(Biederman & Shiffrar, 1987)

















Schyns and Rodet : Conclusions

• features are flexible and develop with categorization experience, 
to influence perception of subsequent categorization examples

• Unlike theory-based concepts and the knowledge view, which also 
propose flexible features (or feature weighting), they emphasize 
the perceptual changes that accompany feature creation

• Beyond ALCOVE and almost every other model, more than 
“feature reweighting” will be required to understand how 
categorization influences perception



raw pixels could not possibly distinguish the latter two, while putting 
the former two in the same category. This is why shallow classifiers 
require a good feature extractor that solves the selectivity–invariance 
dilemma — one that produces representations that are selective to 
the aspects of the image that are important for discrimination, but 
that are invariant to irrelevant aspects such as the pose of the animal. 
To make classifiers more powerful, one can use generic non-linear 
features, as with kernel methods20, but generic features such as those 
arising with the Gaussian kernel do not allow the learner to general-
ize well far from the training examples21. The conventional option is 
to hand design good feature extractors, which requires a consider-
able amount of engineering skill and domain expertise. But this can 
all be avoided if good features can be learned automatically using a 
general-purpose learning procedure. This is the key advantage of 
deep learning. 

A deep-learning architecture is a multilayer stack of simple mod-
ules, all (or most) of which are subject to learning, and many of which 
compute non-linear input–output mappings. Each module in the 
stack transforms its input to increase both the selectivity and the 
invariance of the representation. With multiple non-linear layers, say 
a depth of 5 to 20, a system can implement extremely intricate func-
tions of its inputs that are simultaneously sensitive to minute details 
— distinguishing Samoyeds from white wolves — and insensitive to 
large irrelevant variations such as the background, pose, lighting and 
surrounding objects. 

Backpropagation to train multilayer architectures 
From the earliest days of pattern recognition22,23, the aim of research-
ers has been to replace hand-engineered features with trainable 
multilayer networks, but despite its simplicity, the solution was not 
widely understood until the mid 1980s. As it turns out, multilayer 
architectures can be trained by simple stochastic gradient descent. 
As long as the modules are relatively smooth functions of their inputs 
and of their internal weights, one can compute gradients using the 
backpropagation procedure. The idea that this could be done, and 
that it worked, was discovered independently by several different 
groups during the 1970s and 1980s24–27.  

The backpropagation procedure to compute the gradient of an 
objective function with respect to the weights of a multilayer stack 
of modules is nothing more than a practical application of the chain 

rule for derivatives. The key insight is that the derivative (or gradi-
ent) of the objective with respect to the input of a module can be 
computed by working backwards from the gradient with respect to 
the output of that module (or the input of the subsequent module) 
(Fig. 1). The backpropagation equation can be applied repeatedly to 
propagate gradients through all modules, starting from the output 
at the top (where the network produces its prediction) all the way to 
the bottom (where the external input is fed). Once these gradients 
have been computed, it is straightforward to compute the gradients 
with respect to the weights of each module. 

Many applications of deep learning use feedforward neural net-
work architectures (Fig. 1), which learn to map a fixed-size input 
(for example, an image) to a fixed-size output (for example, a prob-
ability for each of several categories). To go from one layer to the 
next, a set of units compute a weighted sum of their inputs from the 
previous layer and pass the result through a non-linear function. At 
present, the most popular non-linear function is the rectified linear 
unit (ReLU), which is simply the half-wave rectifier f(z) = max(z, 0). 
In past decades, neural nets used smoother non-linearities, such as 
tanh(z) or 1/(1 + exp(−z)), but the ReLU typically learns much faster 
in networks with many layers, allowing training of a deep supervised 
network without unsupervised pre-training28. Units that are not in 
the input or output layer are conventionally called hidden units. The 
hidden layers can be seen as distorting the input in a non-linear way 
so that categories become linearly separable by the last layer (Fig. 1). 

In the late 1990s, neural nets and backpropagation were largely 
forsaken by the machine-learning community and ignored by the 
computer-vision and speech-recognition communities. It was widely 
thought that learning useful, multistage, feature extractors with lit-
tle prior knowledge was infeasible. In particular, it was commonly 
thought that simple gradient descent would get trapped in poor local 
minima — weight configurations for which no small change would 
reduce the average error. 

In practice, poor local minima are rarely a problem with large net-
works. Regardless of the initial conditions, the system nearly always 
reaches solutions of very similar quality. Recent theoretical and 
empirical results strongly suggest that local minima are not a serious 
issue in general. Instead, the landscape is packed with a combinato-
rially large number of saddle points where the gradient is zero, and 
the surface curves up in most dimensions and curves down in the 

Figure 2 | Inside a convolutional network. The outputs (not the filters) 
of each layer (horizontally) of a typical convolutional network architecture 
applied to the image of a Samoyed dog (bottom left; and RGB (red, green, 
blue) inputs, bottom right). Each rectangular image is a feature map 

corresponding to the output for one of the learned features, detected at each 
of the image positions. Information flows bottom up, with lower-level features 
acting as oriented edge detectors, and a score is computed for each image class 
in output. ReLU, rectified linear unit.
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Review: Deep convolutional neural network

From LeCun, Bengio, & Hinton (2015).



• These models learn from the raw input stimuli

• Critically, these models learn their features. They do not 
assume a fixed feature decomposition (although they 
assume features are translation invariant, and other 
inductive biases)

• They discover functionally-relevant features given the 
task at hand

Review: Deep convolutional neural network

input output:
“daisy”

layers of feature maps



Discovered functional features

(Zeiler & Fergus, 2014)

Training data (ImageNet)
• Usually trained on 

ImageNet
1.2 million images 
with labels 
1000 categories

Visualizing and Understanding Convolutional Networks

Layer 1

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.

Raw filters

Image patches that 
maximally activate 
each filter



Visualizing and Understanding Convolutional Networks

Layer 2

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.

Visualizing and Understanding Convolutional Networks

Layer 4

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.

16 different filters

10 different filtersDiscovered functional 
features

Image patches that 
maximally activate 
each filter

Image patches that 
maximally activate 
each filter

(Zeiler & Fergus, 2014)




