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Last week: Categorization in pre-verbal infants 
(mostly 3-9 months)

Habituation or Familiarization Trials
Trial 1     bunny1

Trial 2     bunny2

Trial 3     bunny3

Trial 4     bunny4

Trial 5     bunny5

Trial 6     bunny6

Test Trial
Trial 7     bunny 7 (control group)
           or rat1 (experimental group)



Last week: Evidence that pre-verbal 6-9 mo 
infants know meanings of many common nouns

“Look at the mouth”

Fig . S1. Sa m p le visu a l st im u li a n d re g io ns o f in t e rest . T h e t o p t w o ro ws sh o w t h e sce n e st im u l i. T h e b o t t o m t w o ro w s sh o w t h e p a ir e d-p ict ure st im u l i.
M u lt i p le p h o t o gr a p hs w er e use d f or e ach t ar g e t im a g e across tria ls a n d su b jects. In t h e seco n d a n d f o urt h ro w s, ye llo w o u t l in in g a n d ye llo w sh a d in g in d ica t e
w h er e t h e re g i o ns o f in t e rest use d f o r a n a lyses w ere loca t e d . Th ese lin es a n d sh a d in g w ere n o t visib le d urin g t h e st u dy. For p a ir e d-p ict ur e tria ls, every inst a n ce
o f every im a g e a p p e a re d o n t h e le f t a n d o n t h e rig h t across tria ls a n d su b jects. (Im a g e cre d i ts: To p ro w , t h ir d p a n e l: T h e im a g e o f t h e yo u n g g irl is co pyrig h t o f
M ary Pa u lose/h t t p ://w w w . � ickr.co m/p h o t os/m aryp a u lose/. To p ro w , f o urt h p a n e l: T h e im a g e o f t h e se a t e d w o m a n is sim ilar, b u t n o t id e n t ica l , t o t h e ex-
p eri m e n t a l st im u lus, w h ich w as u n ava il a b le f or p u b lica t io n d u e t o co pyri g h t . Seco n d ro w , t h ird p a n e l: T h e im a g e o f t h e w o m a n ’s f ace w as t a k e n in o ur la b a n d
is p u b lish e d h ere w it h t h e m o d e l’s p erm issio n . Sec o n d ro w , f o urt h p a n e l: Th e im a g e o f t h e b oy is co pyrig h t o f Jim my M cD o n a ld/Flickr/G e t ty Im a g es.)

Fig . S2. Exp erim e n t a l t im e lin e: se q u e nce o f o n e t est tria l. Pare n t a n d ch ild h e ard a b e e p as t h e p ict ures a p p e are d (m usica l n o t e sym b o l). T h e n t h e p are n t
h e ard t h e t arg e t se n t e nce over h e a d p h o n es; b o t h p are n t a n d ch ild h e ard t h e click so u n d (p ercussio n n o t e sym b o l); a n d t h e p are n t u t t ere d t h e t arg e t se n t e nce .
A t t h e m o m e n t t h e p are n t b e g a n t o say t h e t arg e t w or d , t h e exp erim e n t er st art e d a t im er. Th e p ict ures re m a in e d o n t h e scre e n f or 3.5 or 4 s a f t er t h is p o in t
f or p a ir e d a n d sce n e tria ls, resp ect ive ly. Exact t im i n g varie d fro m tria l t o tria l, b u t t h e click w as p laye d 1–1.5 s a f t er t h e tria l o nse t , a n d t h e p are n t sa id t h e
t arg e t it e m a f t er w ar d . Each tria l last e d a b o u t 7.5 s.

Ta b le S1. M o d e l co e f � cie n ts, v aria nce , a n d sig n i � ca nce est im a t es in h ierarch ica l lo g ist ic m o d e ls
o f lo o k in g resu lts

A g e , tria l typ e Para m e t er Lo g-lik e lih o o d est im a t e St a n d ard error P va lu e

6–9 m o
Sce n e tria ls In t erce p t � 1.34 0.267 < 0.0001

Ph ase o f tria l 0.127 0.020 < 0.0001
Pa ire d-p ict ure tria ls In t erce p t � 0.0003 0.103 0.998

Ph ase o f tria l 0.114 0.010 < 0.0001
10–13 m o

Sce n e tria ls In t erce p t � 1.46 0.273 < 0.0001
Ph ase o f tria l 0.167 0.020 < 0.0001

Pa ire d-p ict ure tria ls In t erce p t � 0.061 0.098 0.534
Ph ase o f tria l 0.207 0.010 < 0.0001

14–16 m o
Sce n e tria ls In t erce p t � 1.47 0.357 < 0.0001

Ph ase o f tria l 0.789 0.046 < 0.0001
Pa ire d-p ict ure tria ls In t erce p t � 0.104 0.097 0.281

Ph ase o f tria l 0.663 0.023 < 0.0001
18–20 m o

Sce n e tria ls In t erce p t � 0.144 0.258 < 0.0001
Ph ase o f tria l 0.919 0.029 < 0.0001

Pa ire d-p ict ure tria ls In t erce p t � 0.162 0.096 0.091
Ph ase o f tria l 0.824 0.015 < 0.0001

For b o t h tria l typ es (sce n e a n d p a ire d p ict ure), t h e d e p e n d e n t varia b le w as t h e lo g arit h m o f t h e ra t io o f
t arg e t t o d istract er lo o k in g , as m e asure d by su m m in g t h e n u m b er o f 20-ms t im e fra m es in w h ich in f a n ts lo o k e d
a t t h e t arg e t or a t t h e d istract er(s). Ra t ios w ere co m p u t e d f or e ach it e m w it h in e ach su b ject . Sig n i � ca n t n e g a t ive
“ in t erce p t ” va lu es in d ica t e gre a t er lo o k in g a t d istract ers t h a n a t t arg e ts in t h e p ort io n o f t h e tria l b e f ore t h e
t arg e t w ord w as sp o k e n (a n exp ect e d resu lt o n sce n e tria ls, w h ich h a d t hre e d istract ers f or e ach t arg e t).
Sig n i � ca n t p osit ive “ p h ase o f tria l ” va lu es in d ica t e gre a t er lo o k in g a t t h e t arg e t a f t er t h e p are n t sa id t h e t arg e t
w ord t h a n b e f ore . Ra n d o m-e f f ect est im a t es f or su b jects a n d it e ms (n o t sh o w n) w ere inclu d e d in a ll m o d e ls.
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“Look at the juice”
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Fig . 2. Su b ject a n d it e m-p a ir m e a ns f or 6- t o 7- a n d 8- t o 9-m o-o lds. A ll d a t a ( A–H) w ere ca lcu la t e d over a w in d o w fro m 367 t o 3,500 ms p ost t arg e t w ord
o nse t . Su b ject m e a n d if f ere nce scores are sh o w n f or p a ire d-p ict ure tria ls f or 6- t o 7-m o-o lds ( A ) a n d f or 8- t o 9-m o-o lds ( B). Su b ject m e a n incr e ases in t arg e t
lo o k in g , correct e d f or b ase lin e lo o k in g , are d isp laye d f or sce n e tria ls f or 6- t o 7-m o-o lds (C) a n d f or 8- t o 9-m o-o lds (D). It e m-p a ir m e a n d if f ere nce scor es are
sh o w n f or p a ire d-p ict ure tria ls f or 6- t o 7-m o-o lds (E ) a n d f or 8- t o 9-m o-o lds (F ). It e m m e a n incre ases in t arg e t lo o k in g , corr ect e d f or b ase lin e lo o k in g , are
g ive n f or sce n e tria ls f or 6- t o 7-m o-o lds (G) a n d f or 8- t o 9-m o-o lds (H). (E–H) Error b ars re prese n t b o o tstra p p e d n o n p ara m e t ric 95 % co n � d e nce in t erva ls. O n
t h e rig h t o f e ach su b p lo t is a h ist o gra m o f t h e resp o nses in t h e m a in p lo t; a ll h ist o gra ms sh o w m ore p osit ive t h a n n e g a t ive resp o nses f or e ach su bse t o f
su b jects a n d o f it e m p a irs.
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This week: older children (verbal; 1-4 years)
 Word learning as a window into conceptual development

• Word learning is one of the most heavily researched and 
controversial topics in cognitive development
✴ literature often does not make distinction between word 

learning and concept learning

• Strong argument that the representation of word meanings is 
based on concepts (see Big Book Chapter 11, which isn’t covered 
in class but worth reading)

• In cog. dev., there are few concept learning experiments of the 
sort done with adults, since children are unwilling to do long 
category learning experiments with artificial categories 

✴ e.g., exemplar vs. prototype debate isn’t active in this 
literature



Review: Xu and Tenenbaum (2007): Word 
learning experiment with 3-4 year olds

feps from the test set of 24 objects, by clicking on-screen with the
computer mouse. The test items were laid out in a 4 ! 6 array,
with the order randomly permuted from trial to trial.

The experiment began with participants being shown all 24 test
objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
the first three trials, participants saw only one example of each new
word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
word-learning task and were asked to rate the similarity of the two
objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
placement of the similarity judgment task after the word-learning
task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
pant rated the similarity of all pairs of animals, vegetables, and
vehicles (78 ! 3 judgments), along with one third of all possible
cross-superordinate pairs (animal–vegetable, vegetable–vehicle,
etc.) chosen pseudorandomly (169 judgments), for a total of 403
judgments per participant. The order of trials and the order of
stimuli were randomized across participants. These trials were
preceded by 30 practice trials (chosen randomly from the same
stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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Help Mr. Frog who speaks a different language pick out the objects he wants.

“Here is a fep”

ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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Which others are feps?

(YES/NO for each)

• children learn from sparse, positive 
examples of a new word


• “one shot learning” or “few shot 
learning”


• References: Carey & Bartlett, 1978; 
Markman, 1989; Xu & Tenenbaum, 1999; 
Bloom, 2000; Smith et al., 2002



pick out the others like the ones he has picked out, okay? [Child says
“Okay.”]

Three novel words were used: blick, fep, and dax.
One-example condition. On each trial, the experimenter

picked out an object from the array (e.g., a green pepper) and
labeled it: “See? A blick.” Then the child was told that Mr. Frog
is very picky. The experimenter said to the child, “Now, Mr. Frog
wants you to pick out all the blicks from his toys, but he doesn’t
want anything that is not a blick. Remember that Mr. Frog wants
all the blicks and nothing else. Can you pick out the other blicks
from his toys?” The child was then allowed to choose among the
24 test objects to find the blicks and put them in front of Mr. Frog.
If a child picked out only one object, the experimenter reminded
him or her, “Remember Mr. Frog wants all the blicks. Are there
more blicks?” If a child picked out more than one object, nothing
more was said to encourage him or her to pick out more toys. At
the end of each trial, the experimenter said to the child, “Now, let’s
put all the blicks back and play the game again. Mr. Frog is going
to pick out some more toys, and he would like you to help him pick
out others like the ones he picks, okay?” Then another novel word
was introduced as before.

Each child participated in three trials, each with an example
drawn from one of the three superordinate categories: a Dalmatian
(animal), a green pepper (vegetable), or a yellow truck (vehicle).
The order of the trials and the novel words used (blick, fep, and
dax) were counterbalanced across participants.

Three-example condition. On each trial, the procedure was the
same as in the one-example trial with the following important
difference. The experimenter first picked out one object and la-
beled it for the child (e.g., “See? A fep.”). Then she picked out two
more objects, one at a time, and labeled each one for the child (e.g.,
“Look, another fep” or “Look, this is a fep”). Three factors—the
superordinate category (animal, vegetable, and vehicle), the range
spanned by the examples (subordinate, basic, and superordinate),
and the novel word used (blick, fep, and dax)—were crossed
pseudorandomly and counterbalanced across participants. Each
level of each factor appeared equally often in the first, second, and
third trials of the experiment.

Results

The patterns of generalization found were qualitatively similar
to those found with adults in Experiment 1, and the quantitative

analyses followed essentially the same logic. Analyses were based
on one-tailed t tests with planned comparisons. We collapsed
across superordinate categories, novel words, and trial orders. For
each type of example set children were shown, they received a set
of percentage scores measuring how often they had chosen test
items at each of three levels of generalization (subordinate, basic,
and superordinate). The means of these scores across participants
are shown in Figure 6a. Children in the one-example condition
each received just a single set of scores, because their three trials
all featured the same kind of example set. Children in the three-
example condition each received three sets of scores, one for each
trial, because each trial featured a different kind of example set
(three examples clustering at the subordinate, basic, or superordi-
nate level). Because no child chose any distractors, subsequent
analyses did not include these scores.

The same two questions as in Experiment 1 were addressed here
with planned t tests. First, did children generalize differently in the
one-example trials compared with the three-example trials in each
case? Of importance, did they generalize differently given one
versus three virtually identical exemplars? More specifically, did
children show a significant threshold in generalization at the basic
level in the one-example trials, and did they restrict their general-
ization to the subordinate level in the three-example trials? Second,
did the three-example trials differ from each other depending on
the range spanned by the examples? More specifically, did chil-
dren restrict their generalization to the most specific level that was
consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
chose more subordinate (85%) and basic-level matches (31%) than
superordinate matches (3%) ( p ! .0001 for both comparisons). In
contrast, when presented with three very similar exemplars from
the same subordinate category, participants chose more subordi-
nate matches (83%) than either basic-level (13%) or superordinate
matches (3%) ( p ! .0001 for both comparisons). Similar compar-
isons were made between one example and three basic-level or
three superordinate-level examples. When presented with three
examples from the same basic-level category, participants did not
generalize more to the basic level as compared with the one-
example trials (31% vs. 47%, ns). When presented with three
examples from the same superordinate category, participants gen-

Figure 6. Children’s generalization of word meanings in Experiments 2 and 3, averaged over domain. Results
are shown for each of four types of example set (one example, three subordinate [sub.] examples, three
basic-level examples, and three superordinate [super.] examples). Bar height indicates the frequency with which
participants generalized to new objects at various levels. Error bars indicate standard errors.
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Children

feps from the test set of 24 objects, by clicking on-screen with the
computer mouse. The test items were laid out in a 4 ! 6 array,
with the order randomly permuted from trial to trial.

The experiment began with participants being shown all 24 test
objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
the first three trials, participants saw only one example of each new
word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
word-learning task and were asked to rate the similarity of the two
objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
placement of the similarity judgment task after the word-learning
task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
pant rated the similarity of all pairs of animals, vegetables, and
vehicles (78 ! 3 judgments), along with one third of all possible
cross-superordinate pairs (animal–vegetable, vegetable–vehicle,
etc.) chosen pseudorandomly (169 judgments), for a total of 403
judgments per participant. The order of trials and the order of
stimuli were randomized across participants. These trials were
preceded by 30 practice trials (chosen randomly from the same
stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
the first three trials, participants saw only one example of each new
word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
word-learning task and were asked to rate the similarity of the two
objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
placement of the similarity judgment task after the word-learning
task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
pant rated the similarity of all pairs of animals, vegetables, and
vehicles (78 ! 3 judgments), along with one third of all possible
cross-superordinate pairs (animal–vegetable, vegetable–vehicle,
etc.) chosen pseudorandomly (169 judgments), for a total of 403
judgments per participant. The order of trials and the order of
stimuli were randomized across participants. These trials were
preceded by 30 practice trials (chosen randomly from the same
stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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feps from the test set of 24 objects, by clicking on-screen with the
computer mouse. The test items were laid out in a 4 ! 6 array,
with the order randomly permuted from trial to trial.

The experiment began with participants being shown all 24 test
objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
the first three trials, participants saw only one example of each new
word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
word-learning task and were asked to rate the similarity of the two
objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
placement of the similarity judgment task after the word-learning
task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
pant rated the similarity of all pairs of animals, vegetables, and
vehicles (78 ! 3 judgments), along with one third of all possible
cross-superordinate pairs (animal–vegetable, vegetable–vehicle,
etc.) chosen pseudorandomly (169 judgments), for a total of 403
judgments per participant. The order of trials and the order of
stimuli were randomized across participants. These trials were
preceded by 30 practice trials (chosen randomly from the same
stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.

254 XU AND TENENBAUM
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computer mouse. The test items were laid out in a 4 ! 6 array,
with the order randomly permuted from trial to trial.

The experiment began with participants being shown all 24 test
objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
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word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
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objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
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task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
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etc.) chosen pseudorandomly (169 judgments), for a total of 403
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stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.
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�tufa� �tufa� 

�tufa� 

Modeling word learning (Tenenbaum & Xu) Word learning is inductive: "Here are some ‘tufas', where are the others?”

This is inductive reasoning, which involves probabilistic reasoning 
from premises that supply some evidence for the truth of the 
conclusion.

As opposed to deductive reasoning, which involves logical reasoning 
from one or more statements (premises) to reach a certain conclusion



“gavagai”

The problem of induction

Original thought experiment due to W. V. Quine (1960).



“gavagai”

The problem of induction

 Ears? 

“Wet forest smell”?

A bunny in the forest?A bunny?

Detached bunny parts?

Location?
Those huckleberries 

are ripe!

Cute?

An object?
3 pm?

Food?

An animal?

A white bunny in the forest?

Original thought experiment due to W. V. Quine (1960).



The problem of induction

“gavagai”

now you get more data…

 Ears? 

“Wet forest smell”?

A bunny in the forest?
A bunny?

Detached bunny parts?
Location?

Those huckleberries 
are ripe!

Cute?

An object?

3 pm?

Food?

An animal?

A white bunny in 
the forest?



• To account for the average adult vocabulary, children must learn 
about 10 words per day from when they start speaking to the end of 
high school (Bloom, 2000)

• If our inductive inferences go beyond the data given, then 
something must be making up the difference…

• Developmental psychologists have studied constraints and biases 
that allow children to make inferences that go beyond the data

• (You can also interpret these constraints and biases as priors in a 
Bayesian model of concept learning; Xu & Tenenbaum)

How can children learn new concepts from 
just one or a handful of examples?



Review: Biases and constraints in Bayesian concept learning

P(h |X) = P(X |h)P(h)
P(X)

h ∈ H : hypothesis about meaning of word (e.g., node in tree structure)
X : data (often just labels of positive examples)

�tufa� �tufa� 

�tufa� 

Modeling word learning (Tenenbaum & Xu) 

h1

h2 h3 …

X

Posterior over word meanings

P(X |h) = [ 1
size(h) ]n

Likelihood (e.g., the size principle)

Prior

P(h)
The prior determines which hypotheses should be 
favored, or equivalently which constraints and biases 
most likely govern generalization

n : number of examples

(Xu & Tenenbaum, 2007)



p(h |X) = P(X |h)P(h)
P(X)

h ∈ H : hypothesis about the meaning of word (node in tree structure)

X : 1 or 3 positive examples

Posterior over word meanings

P(X |h) = [ 1
size(h) ]n ≈ [ 1

height(h) + ϵ
]n

Likelihood

(height is the average within-node distance between examples)

Prior
P(h) ∝ height(parent[h])) − height(h)

 favors more distinctive nodes,

or favor nodes at a certain level….

node of the tree corresponds to a cluster of objects that are on
average more similar to each other than to other nearby objects.
The height of each node represents the average pairwise dis-
similarity of the objects in the corresponding cluster. The length
of the branch above each node measures how much more
similar on average are that cluster’s members to each other than
to objects in the next nearest cluster—that is, how distinctive
that cluster is.

Each of the main classes underlying the choice of stimuli
corresponds to a node in the tree: vegetable (EE), vehicle (HH),
animal (JJ), pepper (J), truck (T), dog (R), green pepper (F),
yellow truck (G), and Dalmatian (D). Most of these clusters are
highly distinctive (i.e., well separated from other clusters by
long branches), as one would expect for the targets of kind
terms.2 Other easily describable nodes include Cluster U, con-
taining all and only the construction vehicles (tractor, bull-
dozer, and crane), and Cluster II, containing all and only the

mammals. The only clusters that do not appear to correspond to
conceivably lexicalizable concepts are two that are defined only
by subtle perceptual variation below the subordinate level:
Cluster A, including two of the three Dalmatians, and Cluster B,
including two of the three green peppers. We take each cluster
to correspond to one hypothesis in H, with the exception of
these two clusters below the subordinate level. In so doing, we
are assuming that each learner maintains only a single hypoth-
esis space and that its structure does not change as new words

2 A notable exception is the cluster corresponding to trucks (T), which is
barely separated from the next highest cluster (V), which contains the
trucks plus a long yellow school bus. Cluster V itself is fairly well
separated from the next highest cluster, suggesting that the perceptually
basic category here is not quite trucks but something more like “truck-
shaped motor vehicles.”

Figure 7. Hierarchical clustering of similarity judgments yields a taxonomic hypothesis space for Bayesian
word learning. Letter codes refer to specific clusters (hypotheses for word meaning): vegetable (EE), vehicle
(HH), animal (JJ), pepper (J), truck (T), dog (R), green pepper (F), yellow truck (G), and Dalmatian (D). The
clusters labeled by other letter codes are given in the text as needed. Numbers indicate the objects located at each leaf
node of the hierarchy, keyed to the object numbers shown in Figures 3 and 4. The height of a cluster, as given by the
vertical axis on the left, represents the average within-cluster dissimiliarity of objects within that cluster.
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n : number of examples

animal
vehicle vegetable

pepper

Generalizing to a new example y

p(y ∈ C |X) = ∑
h∈H

P(y ∈ C |h)p(h |X)

Review: Biases and constraints in Bayesian concept learning
(Xu & Tenenbaum, 2007)



feps from the test set of 24 objects, by clicking on-screen with the
computer mouse. The test items were laid out in a 4 ! 6 array,
with the order randomly permuted from trial to trial.

The experiment began with participants being shown all 24 test
objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
the first three trials, participants saw only one example of each new
word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
word-learning task and were asked to rate the similarity of the two
objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
placement of the similarity judgment task after the word-learning
task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
pant rated the similarity of all pairs of animals, vegetables, and
vehicles (78 ! 3 judgments), along with one third of all possible
cross-superordinate pairs (animal–vegetable, vegetable–vehicle,
etc.) chosen pseudorandomly (169 judgments), for a total of 403
judgments per participant. The order of trials and the order of
stimuli were randomized across participants. These trials were
preceded by 30 practice trials (chosen randomly from the same
stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the
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comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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Model Results

We first consider the basic Bayesian model using the distinc-
tiveness prior, Equation 7. Figure 8a compares p(y ! C|X) com-
puted from this model with the generalization judgments of our
adult participants (Figures 5 and 8d), averaged across participants,
superordinate classes (animal, vehicle, and vegetable), and test
items within a given level of generalization. On the averaged data
shown in Figure 8d, the model achieves a reasonable quantitative
fit (r ! .89).4 It also captures the main qualitative features of the
data: graded generalization given one example, and more all-or-
none, rulelike generalization at the level of the most specific
consistent natural concept given three examples. However, there
are also several differences between the model’s generalizations
and people’s judgments: The model produces too little generali-
zation to basic-level matches given one example or three subordi-
nate examples and too much generalization to superordinate
matches given three basic-level examples.

Figure 8b shows the fit of the Bayesian model after incorporat-
ing a bias in the prior that favors the three basic-level hypotheses.
The strength of the basic-level bias is a free parameter, here set to
" ! 10. With this one free parameter, the model now provides an
almost perfect fit to the average data (r ! .99). All of the main
qualitative trends are captured, including those not accounted for
by the Bayesian model without a basic-level bias (in Figure 8a).
These results suggest that, at least for adults, hypotheses for word
learning are biased specifically toward basic-level object catego-
ries, over and above a general preference for more distinctive
categories that was captured in the branch length prior (Equation 7
and Figure 8a).

A different picture emerges when we compare these two ver-
sions of the Bayesian model with preschool-age children’s gener-
alizations (Experiment 3; Figures 6b and 8c). In some ways,
children’s performance looks more like the Bayesian model’s
predictions without the basic-level bias, particularly in the shift
from one example to three subordinate examples. Correlation
coefficients for the two models are similar (r ! .91 without the

basic-level bias, r ! .89 with the basic-level bias). Because the
additional parameter " does not contribute significantly to the
variance accounted for and leads to a fit that is qualitatively worse
in some ways, these results suggest that child word learners may
not have the strong basic-level bias that adults exhibit. Their
tendency to extend new words to basic-level matches is much
weaker than that of adults and may be explained simply as the
combination of Bayesian hypothesis averaging (Equation 3) with a
general preference for hypotheses corresponding to distinctive
categories (Equation 7). We return to this issue in the discussion
below.

Comparison With Other Models

Figure 9 illustrates respectively the complementary roles played
by the size principle (Equations 5 and 6) and hypothesis averaging
(Equation 3) in the Bayesian framework. If instead of the size
principle we weight all hypotheses strictly by their prior (including
the basic-level bias), Bayes reduces to a similarity-like feature-
matching computation that is much more suited to the generaliza-
tion gradients observed given one example than to the all-or-none
patterns observed after three examples (Figure 9a). Mathemati-
cally, this corresponds to replacing the size-based likelihood in
Equations 5 and 6 with a simpler measure of consistency: p(X|h) !
1 if the examples X are consistent with the hypothesis h (i.e., xi !
h for all i) and p(X|h) ! 0 otherwise. Tenenbaum and Griffiths
(2001) called this approach weak Bayes, because it uses only a
weak binary measure of consistency in the likelihood rather than
the strong assumption of randomly sampled examples implicit in
using the size principle. Essentially this algorithm has been pro-

4 All correlation (r) values in this section were computed using only
judgments for test items within the same superordinate class as the ob-
served examples. Participants almost never chose test items that crossed
superordinate boundaries, and most models give these test items zero or
near-zero probability of generalization.

Figure 8. Predictions of the Bayesian model, both with and without a basic-level bias, compared with the data
from adults in Experiment 1 and those from children in Experiment 3. Sub. ! subordinate; super. !
superordinate.

263WORD LEARNING AS BAYESIAN INFERENCE

pick out the others like the ones he has picked out, okay? [Child says
“Okay.”]

Three novel words were used: blick, fep, and dax.
One-example condition. On each trial, the experimenter

picked out an object from the array (e.g., a green pepper) and
labeled it: “See? A blick.” Then the child was told that Mr. Frog
is very picky. The experimenter said to the child, “Now, Mr. Frog
wants you to pick out all the blicks from his toys, but he doesn’t
want anything that is not a blick. Remember that Mr. Frog wants
all the blicks and nothing else. Can you pick out the other blicks
from his toys?” The child was then allowed to choose among the
24 test objects to find the blicks and put them in front of Mr. Frog.
If a child picked out only one object, the experimenter reminded
him or her, “Remember Mr. Frog wants all the blicks. Are there
more blicks?” If a child picked out more than one object, nothing
more was said to encourage him or her to pick out more toys. At
the end of each trial, the experimenter said to the child, “Now, let’s
put all the blicks back and play the game again. Mr. Frog is going
to pick out some more toys, and he would like you to help him pick
out others like the ones he picks, okay?” Then another novel word
was introduced as before.

Each child participated in three trials, each with an example
drawn from one of the three superordinate categories: a Dalmatian
(animal), a green pepper (vegetable), or a yellow truck (vehicle).
The order of the trials and the novel words used (blick, fep, and
dax) were counterbalanced across participants.

Three-example condition. On each trial, the procedure was the
same as in the one-example trial with the following important
difference. The experimenter first picked out one object and la-
beled it for the child (e.g., “See? A fep.”). Then she picked out two
more objects, one at a time, and labeled each one for the child (e.g.,
“Look, another fep” or “Look, this is a fep”). Three factors—the
superordinate category (animal, vegetable, and vehicle), the range
spanned by the examples (subordinate, basic, and superordinate),
and the novel word used (blick, fep, and dax)—were crossed
pseudorandomly and counterbalanced across participants. Each
level of each factor appeared equally often in the first, second, and
third trials of the experiment.

Results

The patterns of generalization found were qualitatively similar
to those found with adults in Experiment 1, and the quantitative

analyses followed essentially the same logic. Analyses were based
on one-tailed t tests with planned comparisons. We collapsed
across superordinate categories, novel words, and trial orders. For
each type of example set children were shown, they received a set
of percentage scores measuring how often they had chosen test
items at each of three levels of generalization (subordinate, basic,
and superordinate). The means of these scores across participants
are shown in Figure 6a. Children in the one-example condition
each received just a single set of scores, because their three trials
all featured the same kind of example set. Children in the three-
example condition each received three sets of scores, one for each
trial, because each trial featured a different kind of example set
(three examples clustering at the subordinate, basic, or superordi-
nate level). Because no child chose any distractors, subsequent
analyses did not include these scores.

The same two questions as in Experiment 1 were addressed here
with planned t tests. First, did children generalize differently in the
one-example trials compared with the three-example trials in each
case? Of importance, did they generalize differently given one
versus three virtually identical exemplars? More specifically, did
children show a significant threshold in generalization at the basic
level in the one-example trials, and did they restrict their general-
ization to the subordinate level in the three-example trials? Second,
did the three-example trials differ from each other depending on
the range spanned by the examples? More specifically, did chil-
dren restrict their generalization to the most specific level that was
consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
chose more subordinate (85%) and basic-level matches (31%) than
superordinate matches (3%) ( p ! .0001 for both comparisons). In
contrast, when presented with three very similar exemplars from
the same subordinate category, participants chose more subordi-
nate matches (83%) than either basic-level (13%) or superordinate
matches (3%) ( p ! .0001 for both comparisons). Similar compar-
isons were made between one example and three basic-level or
three superordinate-level examples. When presented with three
examples from the same basic-level category, participants did not
generalize more to the basic level as compared with the one-
example trials (31% vs. 47%, ns). When presented with three
examples from the same superordinate category, participants gen-

Figure 6. Children’s generalization of word meanings in Experiments 2 and 3, averaged over domain. Results
are shown for each of four types of example set (one example, three subordinate [sub.] examples, three
basic-level examples, and three superordinate [super.] examples). Bar height indicates the frequency with which
participants generalized to new objects at various levels. Error bars indicate standard errors.
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Children

ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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Key biases and constraints on word learning in 
the developmental literature

Already covered
•Basic level bias

Today
•Taxonomic bias
•Whole object bias
•Mutual exclusivity bias
•Shape bias 



Let’s test biases in word 
learning!

General experimental strategy: Trials do not have enough 
information to deduce a “right answer.” Instead, they are 
inductive and highly unconstrained, probing biases and 
constraints

In different fields we call this by different names:
• developmental psychology: “constraints and biases”
• machine learning: “inductive biases”
• statistics: “priors”



Which is another “dax”?

Here is a “dax”



Which is another “dax”?

Here is a “dax”

Taxonomic bias
Novel words refer to taxonomic rather than thematic categories



COGNITIVE PSYCHOLOGY 16, l-27 (1984) 

Children’s Sensitivity to Constraints on Word Meaning: 
Taxonomic versus Thematic Relations 

ELLEN M. MARKMAN AND JEAN E. HUTCHINSON 

Stanford University 

A major problem in language learning is to figure out the meaning of a word 
given the enormous number of possible meanings for any particular word. This 
problem is exacerbated for children because they often find thematic relations 
between objects to be more salient than the objects’ taxonomic category. Yet 
most single nouns refer to object categories and not to thematic relations. How 
do children learn words referring to categories when they find thematic relations 
so salient? We propose that children limit the possible meanings of nouns to refer 
mainly to categorical relations. This hypothesis was tested in four studies. In 
each study, preschool children saw a series of target objects (e.g., dog), each 
followed by a thematic associate (e.g., bone) and a taxonomic associate (e.g., 
cat). When children were told to choose another object that was similar to the 
target (“See this? Find another one.“), they as usual often selected the thematic 
associate. In contrast, when the instructions included an unknown word for the 
target (“See this fep? Find another fep.“), children now preferred the taxonomic 
associate. This finding held up for 2- and 3-year-olds at the basic level of cate- 
gorization, for 4- and 5-year-olds at the superordinate level of categorization, and 
4- and S-year-olds who were taught new taxonomic and new thematic relations 
for unfamiliar objects. In each case, children constrained the meaning of new 
nouns to refer mainly to categorical relations. By limiting the hypotheses that 
children need to consider, this constraint tremendously simplifies the problem of 
language learning. 

One of the major problems confronting someone learning a language is 
to figure out the meaning of a word given the enormous number of pos- 
sible meanings for any particular word. Children commonly learn their 
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Taxonomic bias : Markman and Hutchinson Ex 1

• 2-3 year olds
• concerned basic level categories like “dog” and chair”
• two conditions: “no word” and “novel word”
• triad task

no word condition novel word condition

“find another one that is the same as this"

"See this?”

“find another dax that is the same as this dax”

"See this? It is a dax”

59% (ns) 83% (significant)41% 17%

Novel words refer to taxonomic rather than thematic categories



CONSTRAINTS ON WORD MEANING 7 

We attempted to make the two category exemplars fairly dissimilar yet still readily identi- 
fiable to these young children. The other choice picture was a strong thematic associate to 
the target-in this case, dog food. There were 10 such triads in all. They are listed in Table 
1. The left-right placement of the thematic and category choices was randomly determined 
for each subject with the constraint that half of the thematic choices be on the left and half 
be on the right. The presentation order of the 10 items was also randomly determined for 
each subject. 

Novel Word condition. The materials and procedure for this condition were iden- 
tical to those of the No Word condition, with one change. Children in this condition were 
told that the puppet could talk in puppet talk. They were instructed to listen carefully to 
find the right picture. The puppet gave the target picture an unfamiliar name and used the 
same name in the instructions for picking a choice picture. For example, the puppet might 
say, “See this? It is a sud. Find another sud that is the same as this sud.” Ten meaningless 
one-syllable words were used and a different random assignment of words to pictures was 
made for each child. 

Results 
When children in the No Word condition had to select between another 

category member and a thematically related object, they chose the the- 
matic relation almost half of the time. They selected other category mem- 
bers a mean of 5.95 times out of 10 (59%), SD = 2.28. This was not 
significantly different from chance. When the target picture was labeled 
with an unfamiliar word children were much more likely to select cate- 
gorically. They now chose the other category member a mean of 8.29 
times out of 10 (83%), SD = 1.82. This was significantly different from 
chance, t(20) = 8.08, p < .Ol, and was significantly different from the 
No Word condition, t(39) = 3.63, p < .OOl. The effect held up over every 
item and was significant when items rather than subjects were treated as 
a random factor, paired t(9) = 8.40, p < .OOl. As predicted, when children 
think they are learning a new word they look for categorical relationships 
between objects and pay less attention to thematic relations. These re- 

TABLE 1 
Stimulus Materials for Experiment 1 

Standard object Taxonomic choice Thematic choice 

Police car 
Tennis shoe 
Dog 
Straight backed chair 
Crib 
Birthday cake 
Blue jay 
Outside door 
Male football player 
Male child in swimsuit 

Car 
High-heeled shoe 
m 
Easy chair 
Crib 
Chocolate cake 
Duck 
Swinging door 
Man 
Female child in overalls 

Policeman 
Foot 
Dog food 
Man in sitting position 
Baby 
Birthday present 
Nest 
Key 
Football 
Swimming pool 

Taxonomic bias : Markman and Hutchinson Ex 1
Novel words refer to taxonomic rather than thematic categories



Taxonomic bias : Markman and Hutchinson Ex 4
• Do children use abstract knowledge about words rather than just specific 

known meanings?
• 4-6 year olds; using novel objects; two conditions

“See this?”

“This swims in water”

taxonomic choice

37%

18 MARKMAN AND HUTCHINSON 

FIG. 1. Sample taxonomic training picture in Experiment 4. 

NO Word condition. Each child was seen individually for one 20-min session. Sub- 
jects were shown eight sets of pictures in random order. Each set included a target picture, 
and two choice pictures, one thematically related and one taxonomically related to the 
target. Before children saw the target picture and the two choices, they were shown two 
training pictures that illustrated how the target picture related to each of the choice pictures. 
One picture showed the target object and the taxonomic choice, side by side. For these 
pairs, children were told a common function that the two objects shared. An example 
taxonomic training picture is shown in Fig. 1. For this example, the experimenter said, 
“This swims in the water” (pointing to the left hand object). “This swims in the water” 
(pointing to the right hand object). 

A second training picture showed the target and the thematic choice in an interactive 
relationship. The experimenter told the children how the two objects interacted. The the- 
matic training picture for the set just given is shown in Fig. 2. For this example, the 
experimenter said, “This catches this” (pointing to the objects she was referring to as she 
said the sentence). Children were asked to repeat the spoken information to make sure that 
they were paying attention. The first training picture was left on the table as the second 
training picture was introduced, so that children could see the connection between the 
target in the first picture and the target in the second picture. The order of presentation of 
training pictures was randomized so that taxonomic and thematic training pictures were 
each presented first half of the time. 

A second example taxonomic training picture is shown in Fig. 3. For this example the 
experimenter said, “This pokes holes in things” (pointing to the left hand object). “This 
pokes holes in things” (pointing to the right hand object). The thematic training picture for 
the same set is shown in Fig. 4. For this picture, the spoken information was “You keep 
this in here.” 

After children saw the two training pictures in a set, the pictures were removed from the 
table. The rest of the trial was a match to sample task following the same procedure as the 
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FIG. 1. Sample taxonomic training picture in Experiment 4. 
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taxonomic training picture is shown in Fig. 1. For this example, the experimenter said, 
“This swims in the water” (pointing to the left hand object). “This swims in the water” 
(pointing to the right hand object). 

A second training picture showed the target and the thematic choice in an interactive 
relationship. The experimenter told the children how the two objects interacted. The the- 
matic training picture for the set just given is shown in Fig. 2. For this example, the 
experimenter said, “This catches this” (pointing to the objects she was referring to as she 
said the sentence). Children were asked to repeat the spoken information to make sure that 
they were paying attention. The first training picture was left on the table as the second 
training picture was introduced, so that children could see the connection between the 
target in the first picture and the target in the second picture. The order of presentation of 
training pictures was randomized so that taxonomic and thematic training pictures were 
each presented first half of the time. 

A second example taxonomic training picture is shown in Fig. 3. For this example the 
experimenter said, “This pokes holes in things” (pointing to the left hand object). “This 
pokes holes in things” (pointing to the right hand object). The thematic training picture for 
the same set is shown in Fig. 4. For this picture, the spoken information was “You keep 
this in here.” 

After children saw the two training pictures in a set, the pictures were removed from the 
table. The rest of the trial was a match to sample task following the same procedure as the 
No Word condition of Experiment 3. The experimenter said, “I’m going to show you 
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training pictures that illustrated how the target picture related to each of the choice pictures. 
One picture showed the target object and the taxonomic choice, side by side. For these 
pairs, children were told a common function that the two objects shared. An example 
taxonomic training picture is shown in Fig. 1. For this example, the experimenter said, 
“This swims in the water” (pointing to the left hand object). “This swims in the water” 
(pointing to the right hand object). 

A second training picture showed the target and the thematic choice in an interactive 
relationship. The experimenter told the children how the two objects interacted. The the- 
matic training picture for the set just given is shown in Fig. 2. For this example, the 
experimenter said, “This catches this” (pointing to the objects she was referring to as she 
said the sentence). Children were asked to repeat the spoken information to make sure that 
they were paying attention. The first training picture was left on the table as the second 
training picture was introduced, so that children could see the connection between the 
target in the first picture and the target in the second picture. The order of presentation of 
training pictures was randomized so that taxonomic and thematic training pictures were 
each presented first half of the time. 

A second example taxonomic training picture is shown in Fig. 3. For this example the 
experimenter said, “This pokes holes in things” (pointing to the left hand object). “This 
pokes holes in things” (pointing to the right hand object). The thematic training picture for 
the same set is shown in Fig. 4. For this picture, the spoken information was “You keep 
this in here.” 

After children saw the two training pictures in a set, the pictures were removed from the 
table. The rest of the trial was a match to sample task following the same procedure as the 
No Word condition of Experiment 3. The experimenter said, “I’m going to show you 
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target. Before children saw the target picture and the two choices, they were shown two 
training pictures that illustrated how the target picture related to each of the choice pictures. 
One picture showed the target object and the taxonomic choice, side by side. For these 
pairs, children were told a common function that the two objects shared. An example 
taxonomic training picture is shown in Fig. 1. For this example, the experimenter said, 
“This swims in the water” (pointing to the left hand object). “This swims in the water” 
(pointing to the right hand object). 

A second training picture showed the target and the thematic choice in an interactive 
relationship. The experimenter told the children how the two objects interacted. The the- 
matic training picture for the set just given is shown in Fig. 2. For this example, the 
experimenter said, “This catches this” (pointing to the objects she was referring to as she 
said the sentence). Children were asked to repeat the spoken information to make sure that 
they were paying attention. The first training picture was left on the table as the second 
training picture was introduced, so that children could see the connection between the 
target in the first picture and the target in the second picture. The order of presentation of 
training pictures was randomized so that taxonomic and thematic training pictures were 
each presented first half of the time. 

A second example taxonomic training picture is shown in Fig. 3. For this example the 
experimenter said, “This pokes holes in things” (pointing to the left hand object). “This 
pokes holes in things” (pointing to the right hand object). The thematic training picture for 
the same set is shown in Fig. 4. For this picture, the spoken information was “You keep 
this in here.” 

After children saw the two training pictures in a set, the pictures were removed from the 
table. The rest of the trial was a match to sample task following the same procedure as the 
No Word condition of Experiment 3. The experimenter said, “I’m going to show you 
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and two choice pictures, one thematically related and one taxonomically related to the 
target. Before children saw the target picture and the two choices, they were shown two 
training pictures that illustrated how the target picture related to each of the choice pictures. 
One picture showed the target object and the taxonomic choice, side by side. For these 
pairs, children were told a common function that the two objects shared. An example 
taxonomic training picture is shown in Fig. 1. For this example, the experimenter said, 
“This swims in the water” (pointing to the left hand object). “This swims in the water” 
(pointing to the right hand object). 

A second training picture showed the target and the thematic choice in an interactive 
relationship. The experimenter told the children how the two objects interacted. The the- 
matic training picture for the set just given is shown in Fig. 2. For this example, the 
experimenter said, “This catches this” (pointing to the objects she was referring to as she 
said the sentence). Children were asked to repeat the spoken information to make sure that 
they were paying attention. The first training picture was left on the table as the second 
training picture was introduced, so that children could see the connection between the 
target in the first picture and the target in the second picture. The order of presentation of 
training pictures was randomized so that taxonomic and thematic training pictures were 
each presented first half of the time. 

A second example taxonomic training picture is shown in Fig. 3. For this example the 
experimenter said, “This pokes holes in things” (pointing to the left hand object). “This 
pokes holes in things” (pointing to the right hand object). The thematic training picture for 
the same set is shown in Fig. 4. For this picture, the spoken information was “You keep 
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First, background context



Historical note: Children’s responses in sorting 
tasks (Piaget & Inhelder; Vygotsky)

Results (preschoolers)
• Children often make spatial arrays or scene constructions
• Often use thematic groupings, e.g., dog and bowl
• Researchers’ (incorrect) conclusion:  Children’s concepts are all 

messed up (Piaget et al.). Probably they’re based on thematic 
and associative relations

• Jerry Fodor’s response: If this were true, we wouldn’t be able to 
talk with children at all!

Sorting task : “Put together the objects that are alike or go together”



Let’s test our next bias!

General experimental strategy: Trials do not have enough 
information to deduce a “right answer.” Instead, they are 
inductive and highly unconstrained, probing biases and 
constraints

In different fields we call this by different names:
• developmental psychology: “constraints and biases”
• machine learning: “inductive biases”
• statistics: “priors”



Here is a “dax”

Which is the “dax"?



Here is a “dax”

Whole object bias
Novel words refer to whole objects, rather than properties, actions, events, etc.

Which is the “dax"?



Young Children Associate Novel Words With Complex Objects Rather
Than Salient Parts

George Hollich
Purdue University

Roberta M. Golinkoff
University of Delaware

Kathy Hirsh-Pasek
Temple University

How do children learn associations between novel words and complex perceptual displays? Using a
visual preference procedure, the authors tested 12- and 19-month-olds to see whether the infants would
associate a novel word with a complex 2-part object or with either of that object’s parts, both of which
were potentially objects in their own right and 1 of which was highly salient to infants. At both ages,
children’s visual fixation times during test were greater to the entire complex object than to the salient
part (Experiment 1) or to the less salient part (Experiment 2)—when the original label was requested.
Looking times to the objects were equal if a new label was requested or if neutral audio was used during
training (Experiment 3). Thus, from 12 months of age, infants associate words with whole objects, even
those that could potentially be construed as 2 separate objects and even if 1 of the parts is salient.

Keywords: word learning, constraints, whole object bias

As Quine (1960) observed, the task of learning a word presents
an infinite array of possible word–referent links. A word such as
bottle could refer to the nipple, to the plastic base, or to the whole
bottle including both of these parts. It also could refer to sucking
or even the process of feeding (see Bloom, 2000). Nonetheless,
despite many possible misinterpretations, children generally sort
out the correct meanings. How?
One seemingly obvious solution to this problem is that children

will make an educated guess. Indeed, one branch of research in
developmental psychology has sought to identify the heuristics
that children use to limit their hypotheses about the meaning of a
new word (e.g., Clark, 1983; Golinkoff, Mervis, & Hirsh-Pasek,
1994; Markman & Hutchinson, 1984; Nelson, 1988; Waxman &
Kosowski, 1990). One such tendency that Macnamara (1972,
1982, Markman (1989), and others (Golinkoff et al., 1994) have
noted is that children appear to guess that labels refer to whole

objects rather than actions, attributes, or parts of objects. Markman
(1989) called this heuristic the whole object bias. For example, in
a seminal study, Woodward (1993) presented 18-month-old chil-
dren with a novel word and two possible referents. One referent
was a visually attractive display representing an event (e.g.,
brightly colored dye diffusing through water); the other was a
novel object in a static display. Despite a salience preference for
the event, the children looked at the object more when they heard
a novel noun.
There are a few problems with this whole object bias as a

solution to the word-learning dilemma. First, most of the evidence
for this tendency is taken from children 18 months of age and
older—most typically age 2 years (Kersten & Smith, 2002; Mark-
man & Wachtel, 1988; Saylor, Sabbagh, & Baldwin, 2002). Very
little is known about how younger children interpret new labels, if
their “educated” guesses would be less well informed, or if those
guesses would hold under the same types of situations.
Second, previous work has used a highly restricted set of stimuli

that potentially favors a “whole” interpretation, especially with
regard to parts. That is, the stimuli used previously were objects
for which parts were not particularly salient, and those parts were
not necessarily distinct from the object, as would be the case for
parts that separate from an object itself. Yet children do learn
words for complex objects made up of separable parts (e.g.,
flowers with petals, pens with caps, shoes with laces). For such
objects, including a myriad of toys, those parts may draw attention
(e.g., the wiggly antenna on a caterpillar toy), they may have their
own labels (e.g., leaves on a tree), and they may separate from the
whole at times and be easily construed as objects in their own right
(e.g., the ear on Mr. Potato Head). Nothing is known about how
children interpret labels in the presence of such complex novel
objects or even if anything like a whole object bias would obtain
in such a case.
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Look at the “dax”!

Here is a “dax”

Whole object bias: Results
• First experiments by Markman and Wachtel (1988)
• Hollich et al. (2007) used preferential looking time with 12 mo

1.79 seconds 2.73 seconds

(significant)



“now, which is the lung?"

"See this? It is a lung”

Markman and Wachtel (1988) Ex 2

“This whole thing” “or just this part”

• 3-4 year olds, using unfamiliar words (for 3-4 year olds)

80% 20%

130 MARKMAN AND WACHTEL 

the term applied to an unfamiliar object. Ideally, there should be an identical part that could 
appear on two different objects, one familiar and one unfamiliar. Although it is possible in 
some cases to arbitrarily assign a color, or substance, or size, etc., to objects, the case is 
very different for parts, which are more integral to the identity of the objects (Tversky & 
Hemenway, 1984). Because we were forced to use different objects and parts in the 
familiar and unfamiliar conditions, it was important to ensure that the parts selected for the 
familiar condition were not more salient or prominent than the parts selected for the unfa- 
miliar condition. Thus, there were two preliminary studies conducted to select items for this 
study. The first presented items to nursery school children to assess the familiarity of the 
objects to children. The second had adults rate the parts of the objects for their salience. 

Preliminary study to assess familiarity of the objects. To assess the familiarity of the 
items, 10 children ranging in age from 3-2 to 4-6 were tested for their knowledge of the 
objects. First children were given a production task where they were presented with a series 
of pictures and asked to tell a puppet what they were. For five of the six familiar items, all 
10 children could readily label the object. For the remaining familiar item, “house,” 8 of the 
10 children provided the correct label. Objects that none of the 10 children could label were 
then kept as potential unfamiliar items. For some of these objects, however, children at- 
tempted some kind of explanation. To ensure that they really did not know what the objects 
were called, we gave a comprehension test for those items about one week after the pro- 
duction task. For this task, each picture was presented along with two other unfamiliar 
distracters. The label for the candidate object was then given and the child asked to select 
that item. If children were unable to select the target item at better than chance perfor- 
mance, then it was considered to be an unfamiliar object. In summary, familiar objects were 
objects that could be readily labeled by these 3-year-old children. Unfamiliar objects were 
those that could neither be spontaneously labeled nor selected in a label comprehension 
task. The resulting set of familiar and unfamiliar objects along with their relevant parts is 
presented in Table 1. 

Preliminary study to assess the salience of parts. To assess the salience of the parts, 20 
adults were presented with copies of the pictures of the objects that were to be used in the 
study proper. Each picture had the relevant part circled. The subjects were asked to judge 
how visually prominent the part was and how much it would capture their attention. They 
were asked to rate the parts on a scale from 1 to 5, with 5 being very visually prominent and 
1 being not at all visually prominent. They were given an example of a sliding board, where 
the slide would be very prominent, while one rung of the ladder leading up to the slide would 

TABLE 1 
Experimental Items for Study 2 

Unfamiliar 

Object Novel label for part 

fish 
tire truck 
hammer 
camera 
telephone 
race car 

dorsal tin 
boom 
claw 
focusing grip 
receiver 
air foil 

Object Novel label for part 

*current detector 
pipe tool 
*ritual implement 
*pagoda 
microscope 
*lung 

detector 
damper 
crescent 
finial 
platform 
trachea 

* These items were used in Study 3 as well. 



Let’s test our next bias!



Show me the “dax”



Show me the “dax”

Mutual exclusivity (ME) bias
Once an object has one label, then it does not need another



COGNITIVE PSYCHOLOGY 20, 121-157 (1988) 

Children’s Use of Mutual Exclusivity to Constrain the 
Meanings of Words 

ELLEN M. MARKMAN 

AND 

GWYN F. WACHTEL 

Stanford University 

For children to acquire vocabulary as rapidly as they do, they must be able to 
eliminate many potential meanings of words. One way children may do this is to 
assume category terms are mutually exclusive. Thus, if a child already knows a 
label for an object, a new label for that object should be rejected. Six studies with 
3-year-olds tested this hypothesis. Study 1 demonstrated that children reject a 
second label for an object, treating it, instead, as a label for a novel object. In the 
remaining studies, this simple novel label-novel object strategy was precluded. If 
the only object present is familiar, children cannot map a novel term to a novel 
object. Instead they must analyze the object for some other attribute to label. In 
Studies 2-6, children were taught either a new part term, e.g., trachea, or a new 
substance term, e.g., pewter, by showing them an object and saying, “This is a 
trachea” or (“It is pewter”). For unfamiliar objects, children tended to interpret 
the term as a label for the object itself. For familiar objects, they tended instead 
to interpret it as a part or substance term. Thus, mutual exclusivity motivates 
children to learn terms for attributes, substances, and parts as well as for objects 
themselves. 0 1988 Academic Press, Inc. 

In the first few years of life, children learn new vocabulary at a stag- 
gering rate (Carey, 1978). The learning of words can be viewed as an 
inductive process, where from a limited amount of information, children 
must figure out the meaning of a novel term. One fundamental problem 
with induction is that the evidence underdetermines the hypotheses 
(Peirce, 1957; Quine, 1960). For any set of data there will be an indefinite 
number of logically possible hypotheses that are consistent with it. How 
is it, then, that humans so frequently converge on the same hypotheses? 

This work was supported in part by NSF Grant BNS 83-00048 and NIH Grant HD 20382 
to Ellen M. Markman. We thank Irene Miura, Andrew Renouf, and Amanda Sharkey for 
their help in running subjects. We are grateful to Susan Carey, Eve Clark, Dedre Gentner, 
John Flavell, and Elissa Newport for their very helpful comments on this manuscript. We 
thank Action Day Nursery School, Bing Nursery School, California Children’s Community, 
Children’s House of Los Altos, and Ta’Enna Nursery School for their cooperation. Re- 
quests for reprints should be addressed to Ellen M. Markman, Department of Psychology, 
Building 420, Stanford University, Stanford, CA 94305. 
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Mutual exclusivity (ME) bias : Markman and Wachtel Ex 1

• 3-4 year olds
• used objects familiar to child (cup) and unfamiliar objects (cherry pitter)
• two conditions: “no word” and “novel word”

no word condition novel word condition

“Show me one”

Once an object has one label, then it does not need another

“Show me the dax”

82%18%55% (ns)45%



Markman and Wachtel (1988) Ex 2
• 3-4 year olds, using novel objects and familiar objects, in two conditions
• Result: children will use ME even when there is no other object as a 

possible referent, instead finding another property to attach the label to

Which is the “boom”?

See this? It is a "boom”

This whole thing or just this part

43% 57%

Novel object / novel label condition Familiar object / novel label condition (ME)

“now, which is the lung?"

"See this? It is a lung”

“This whole thing” “or just this part”

80% 20%



Fast mapping
• "Fast mapping” refers to learning a new word (perhaps via ME) and 

retaining it over an extended period 
• Study with 3-4 year olds below (Carey and Bartlett; 1978) …

You see those two trays over there. Bring me the “chromium" one. Not the red one, the 
“chromium" one.

Exposure (in classroom setting)

• Children were 47% correct after one exposure, and 63% correct after two 
exposures (10 weeks layer); some even spontaneously said “chromium” 
during naming test

• Demonstrates some ability for rapid learning and retention 

Comprehension test 7-10 days later
Choose the chromium one (9 options)…

…



Let’s test our next bias!



Here is a “dax”

Which is the other “dax”?

A B C



Here is a “dax”

Which is the other “dax”?

A B C

Shape bias
Objects with the same name tend to have the same shape


(as opposed to texture, color, size, etc.)



Cognitive Development, 3, 299-321 (1988) 

The Importance of Shape in 
Early Lexical Learning 

Barbara Landau 
Columbia University 

Linda B. Smith 
Susan S. Jones 
Indiana University 

We ask if certain dimensions of perceptual similarity are weighted more heavily 
than others in determining word extension. The specific dimensions examined 
were shape, size, and texture. In four experiments, subjects were asked either to 
extend a novel count noun to new instances or, in a nonword classification task, 
to put together objects that go together. The subjects were 2-year-olds, 3-year- 
olds, and adults. The results of all four experiments indicate that 2- and 3-year-olds 
and adults all weight shape more heavily than they do size or texture. This ob- 
served emphasis on shape, however, depends on the age of the subject and the 
task. First, there is a developmental trend. The shape bias increases in strength 
and generality from 2 to 3 years of age and more markedly from early childhood to 
adulthood. Second, in young children, the shape bias is much stronger in word 
extension than in nonword classification tasks. These results suggest that the 
development of the shape bias originates in language learning-it reflects a fact 
about language-and does not stem from general perceptual processes. 

Within the first few years of life, children learn many hundreds of words for 
different kinds of natural objects and artifacts. As many have noted, the rapidity 
and accuracy of this learning present a puzzle: The information objectively 
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Figure 1. Stimulus sets for all experiments. Stimuli are specified in terms of how 
they differ from the standard. A duplicate of the standard was always included in the 
test set, whereas subsets of size, texture, and shape changes were used for different 
experiments. See text for details. 

Shape bias : Landau, Smith, & Jones (1998; Ex 3)

• 2 year olds and 3 year olds
• two conditions: “no word” and “novel word”; triad task
• Result: naming task directs children’s attention to shape

no word condition

“which one belongs with it”

“Here is one”

64% (2 yr); 67% (3 yr)

same texture vs. same shape

same size vs. same shape

novel word condition

“which of these is a dax?”

Here is a “dax”
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Objects with the same name tend to have the same shape
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Abstract—

 

By the age of 3, children easily learn to name new objects,
extending new names for unfamiliar objects by similarity in shape.
Two experiments tested the proposal that experience in learning object
names tunes children’s attention to the properties relevant for nam-
ing—in the present case, to the property of shape—and thus facilitates
the learning of more object names. In Experiment 1, a 9-week longitu-
dinal study, 17-month-old children who repeatedly played with and
heard names for members of unfamiliar object categories well orga-
nized by shape formed the generalization that only objects with simi-
lar shapes have the same name. Trained children also showed a dramatic
increase in acquisition of new object names outside of the laboratory
during the course of the study. Experiment 2 replicated these findings
and showed that they depended on children’s learning both a coherent
category structure and object names. Thus, children who learn spe-
cific names for specific things in categories with a common organizing
property—in this case, shape—also learn to attend to just the right

 

property—in this case, shape—for learning more object names.

 

Learning names for things requires attention to the right object
properties. For example, learning which things are called “cup” in En-
glish may require that a child attend especially to object shape, because
in English, shape is the perceptual property that matters most for deter-
mining which objects are included in the category “cup” (Biederman,
1987; Rosch, 1973; Samuelson & Smith, 1999). Young children are re-
markably successful at forming object categories organized around the
same properties as the categories of the adults in their language com-
munities. But how do children know which properties to attend to?
Which properties are the right ones for learning object names?

We have previously suggested that attention gets on-the-job train-
ing (Landau, Smith, & Jones, 1988; Smith, 1995). The idea is that
learning object names contextually tunes attention, making it skilled
in the task of learning object names. Smart attention leads to the more
rapid formation of individual categories, and to an accelerated rate of
object name learning. In short, we propose that on-the-job training of
attention is directly and causally related to on-the-job performance.
We report here the first experimental test of this claim that learning
object names, through changes in attention, feeds back on itself.

Previous research shows that children do become more skilled at
learning object names as language learning progresses. First, children
add object names to their vocabularies at slow rates initially, then
more rapidly as they approach their second birthday, and by 3 years of
age, children are highly skilled word learners (see Bloom, 2000, for a
review). Second, during the same developmental period, young chil-
dren become more systematic in their generalizations of newly learned
object names in artificial-noun-learning tasks, at first generalizing ob-

ject names asystematically, then generalizing the names for artifacts
systematically by shape (e.g., Samuelson & Smith, 1999).

The first 300 nouns that young children learn tend to be names for
concrete-artifact categories that adults judge to be well organized by
shape (Samuelson & Smith, 1999). Individual exceptions among early
learned categories show that shape is not uniformly privileged in de-
fining object categories. Nonetheless, we have shown that shape is a
good cue for determining membership in an overwhelming majority of
common-object categories (Samuelson & Smith, 1999; see also Bied-
erman, 1987; Rosch, 1973). And there is evidence that young children
may learn to use that cue to good effect. Previous research indicates
that children’s attention to shape co-develops with acceleration in the
rate of learning object names.

Figure 1 illustrates four proposed steps through which learning ob-
ject names and attention to shape may be bidirectionally and causally
related.

 

1

 

 Step 1 is mapping names to objects—the name “ball” to a
particular ball and the name “cup” to a particular cup, for example.
This is done multiple times for each name as a child encounters new
instances. The objects that get the same name are likely to be similar
in shape (Samuelson & Smith, 1999). This learning of individual names
for things thus sets up Step 2—first-order generalizations about the
structure of individual categories, that is, the knowledge that balls are
round and cups are cup shaped. This first-order generalization should
enable the learner to recognize novel balls and cups.

Another higher-order generalization is also possible. Because many
of the object categories that children learn are shape based, children
could also learn the second-order generalization that object names in
general span categories of similarly shaped things. As illustrated in

 

Step 3, this second-order correlation requires generalizations over spe-
cific names and specific category structures. But making this higher-
order generalization should enable the child to extend any object name,
even one encountered for the first time, to new instances by shape. Step
4 illustrates the potential developmental consequence of this higher-

 

order generalization—attention to just the right property, shape, for ob-
ject name learning, and thus the more rapid acquisition of object names.

We provide experimental support for this proposal in the following
two experiments. The participants were 17 months of age at the start
of the experiments and 19 months at the end—too young to systemati-
cally extend object names by shape. In multiple sessions, we taught
the children specific names for specific things in artificial categories
transparently organized by shape (Step 1 in Fig. 1). We then tested

 

Address correspondence to Linda B. Smith, Department of Psychology,
Indiana University, 1101 East Tenth St., Bloomington, IN 47405; e-mail:
smith4@indiana.edu.

 

1. This four-step model may seem to require a similarity space already or-
ganized by shape. In that case, perceiving and representing shape would con-
stitute a prior constraint. However, recent simulations have shown that it is at
least mathematically possible for nondimensional similarity spaces to become
dimensionally organized as a consequence of category learning (Smith, Gasser,
& Sandhofer, 1997). Thus, it is an open question whether the learning pro-
posed here is built upon, or itself creates, representations of shape.



Evidence that shape bias is acquired
• 17 mo children at start of study (who have no shape bias)
• 7 weeks of once-a-week play sessions; children in training group taught 

four novel names "wif", "zup" "dax" and "lug"

Shape bias training (7 weeks)
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Halfway through the 5 min, the experimenter brought forward a third,
contrast object that differed from the exemplars in shape but matched
one exemplar in color and the other in texture. The purpose was to
heighten the perceptual salience of the identical shapes of the category
exemplars. The experimenter made sure the child was attending, then
said, “Oh, that’s not a _____,” and put the object away.

 

Step 2: first-order generalization.

 

The children in the training con-
dition were tested in the first-order-generalization task at Week 8. On
each trial, the experimenter held up one trained exemplar, named it
with the trained name (e.g., “This is a zup”), and asked the child to get
another object by the same name (e.g., “Where’s the zup? Get the
zup.”). The three choice objects were all novel to the child. One matched
the exemplar in shape only, one in color only, and one in texture only.
There was one trial using each of the eight training exemplars (i.e., two
trials for each lexical category). These eight trials were presented in one
of two random orders.

 

Step 3: higher-order generalization.

 

At Week 9, the experimenter
used the same task to test whether the children had made the higher-order
generalization that object names in general span categories of similarly
shaped things. The children were tested on four completely novel lexical
categories. The exemplars and test objects had novel names—“veet,”
“teema,” “nim,” and “gazzer”—and different shapes, textures, and col-
ors from the objects in the trained categories (see Fig. 3). Two unique
exemplars from each category were each tested once, for a total of
eight unique trials, presented in one of two random orders.

 

Baseline data.

 

The 8 children assigned to the baseline group re-
ceived no training, but participated in the same generalization tests as
the 8 children in the training group at Weeks 8 and 9.

 

Step 4: accelerated vocabulary growth.

 

Parents of children in both
the training and baseline groups completed the same vocabulary check-
lists at Week 1 and again at Week 8. The checklist was the MacArthur
Communicative Developmental Inventory (Fenson et al., 1993), a widely
used and reliable parent checklist of common words and phrases in
children’s productive vocabularies prior to 30 months.

 

Results

 

First-order generalizations

 

During testing, the children in the training condition extended the
trained names to new instances by shape 88% of the time, a rate well
above that expected by chance (
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contrast, the children in the baseline condition chose the shape-
matching object at a rate approximating chance (36% of trials), 
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1.06, n.s. Thus, the training led children to make the first-order gener-
alization that the taught names referred not just to the trained in-
stances, but also to other things like the trained objects in shape. Step
1, the mapping of names to specific instances, led to Step 2, general-
ized knowledge of the kinds of things in each of those trained lexical
categories.

Fig. 2. Illustration of the training stimuli in Experiment 1. The stimuli
included two exemplars for each of four novel object categories with
novel names. Exemplars of the same category had the same shape, but
differed in size, texture, and color.

Fig. 3. Examples of stimuli used for testing the first- and higher-order
generalizations in Experiment 1. An exemplar and three test objects
for the first-order-generalization test are shown in the top panel. The
test objects were novel and matched the trained exemplar in shape
only, color only, or texture only. An exemplar and three test objects for
the higher-order-generalization test are shown in the bottom panel.
The name, exemplar, and test objects for this test were all novel. One
test object matched the exemplar in shape only, one matched it in
color only, and one matched it in texture only.
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Halfway through the 5 min, the experimenter brought forward a third,
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shaped things. The children were tested on four completely novel lexical
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ors from the objects in the trained categories (see Fig. 3). Two unique
exemplars from each category were each tested once, for a total of
eight unique trials, presented in one of two random orders.

 

Baseline data.

 

The 8 children assigned to the baseline group re-
ceived no training, but participated in the same generalization tests as
the 8 children in the training group at Weeks 8 and 9.

 

Step 4: accelerated vocabulary growth.

 

Parents of children in both
the training and baseline groups completed the same vocabulary check-
lists at Week 1 and again at Week 8. The checklist was the MacArthur
Communicative Developmental Inventory (Fenson et al., 1993), a widely
used and reliable parent checklist of common words and phrases in
children’s productive vocabularies prior to 30 months.
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1.06, n.s. Thus, the training led children to make the first-order gener-
alization that the taught names referred not just to the trained in-
stances, but also to other things like the trained objects in shape. Step
1, the mapping of names to specific instances, led to Step 2, general-
ized knowledge of the kinds of things in each of those trained lexical
categories.

Fig. 2. Illustration of the training stimuli in Experiment 1. The stimuli
included two exemplars for each of four novel object categories with
novel names. Exemplars of the same category had the same shape, but
differed in size, texture, and color.

Fig. 3. Examples of stimuli used for testing the first- and higher-order
generalizations in Experiment 1. An exemplar and three test objects
for the first-order-generalization test are shown in the top panel. The
test objects were novel and matched the trained exemplar in shape
only, color only, or texture only. An exemplar and three test objects for
the higher-order-generalization test are shown in the bottom panel.
The name, exemplar, and test objects for this test were all novel. One
test object matched the exemplar in shape only, one matched it in
color only, and one matched it in texture only.
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1, the mapping of names to specific instances, led to Step 2, general-
ized knowledge of the kinds of things in each of those trained lexical
categories.

Fig. 2. Illustration of the training stimuli in Experiment 1. The stimuli
included two exemplars for each of four novel object categories with
novel names. Exemplars of the same category had the same shape, but
differed in size, texture, and color.

Fig. 3. Examples of stimuli used for testing the first- and higher-order
generalizations in Experiment 1. An exemplar and three test objects
for the first-order-generalization test are shown in the top panel. The
test objects were novel and matched the trained exemplar in shape
only, color only, or texture only. An exemplar and three test objects for
the higher-order-generalization test are shown in the bottom panel.
The name, exemplar, and test objects for this test were all novel. One
test object matched the exemplar in shape only, one matched it in
color only, and one matched it in texture only.
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Halfway through the 5 min, the experimenter brought forward a third,
contrast object that differed from the exemplars in shape but matched
one exemplar in color and the other in texture. The purpose was to
heighten the perceptual salience of the identical shapes of the category
exemplars. The experimenter made sure the child was attending, then
said, “Oh, that’s not a _____,” and put the object away.

 

Step 2: first-order generalization.

 

The children in the training con-
dition were tested in the first-order-generalization task at Week 8. On
each trial, the experimenter held up one trained exemplar, named it
with the trained name (e.g., “This is a zup”), and asked the child to get
another object by the same name (e.g., “Where’s the zup? Get the
zup.”). The three choice objects were all novel to the child. One matched
the exemplar in shape only, one in color only, and one in texture only.
There was one trial using each of the eight training exemplars (i.e., two
trials for each lexical category). These eight trials were presented in one
of two random orders.

 

Step 3: higher-order generalization.

 

At Week 9, the experimenter
used the same task to test whether the children had made the higher-order
generalization that object names in general span categories of similarly
shaped things. The children were tested on four completely novel lexical
categories. The exemplars and test objects had novel names—“veet,”
“teema,” “nim,” and “gazzer”—and different shapes, textures, and col-
ors from the objects in the trained categories (see Fig. 3). Two unique
exemplars from each category were each tested once, for a total of
eight unique trials, presented in one of two random orders.

 

Baseline data.

 

The 8 children assigned to the baseline group re-
ceived no training, but participated in the same generalization tests as
the 8 children in the training group at Weeks 8 and 9.

 

Step 4: accelerated vocabulary growth.

 

Parents of children in both
the training and baseline groups completed the same vocabulary check-
lists at Week 1 and again at Week 8. The checklist was the MacArthur
Communicative Developmental Inventory (Fenson et al., 1993), a widely
used and reliable parent checklist of common words and phrases in
children’s productive vocabularies prior to 30 months.

 

Results

 

First-order generalizations

 

During testing, the children in the training condition extended the
trained names to new instances by shape 88% of the time, a rate well
above that expected by chance (
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"This is a dax. Here is another one. Let’s put the daxes in the wagon" 

“wif” “zup” “dax” “lug”
same shape, but 
different in color and 
material

Shape bias test (using new category)
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This is a “blicket”

Which is the other “blicket”?

At week 9,  the shape bias was tested

• training group: 70% correct

• no-contact control: 34% correct (ns)
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The higher-order generalization

 

During testing, the children in the trained group also generalized
novel names for completely novel things to new instances by shape
70% of the time, which was again significantly different from chance
performance, 
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 .002. The mean percentage of same-
shape choices made by children in the baseline condition was 34%,
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1.73, n.s. Thus, children in the training condition made the sec-
ond-order generalization as well as the first-order one. Learning four
lexical categories well organized by shape produced both a strong ten-
dency to extend each of the trained names to new objects by shape and
a more general tendency to attend to shape when extending other
novel object names.

 

Vocabulary growth

 

Analyses of the category structures named by concrete nouns sug-
gest that many of the object names children need to learn span catego-
ries of similarly shaped things (Samuelson & Smith, 1999). If this is
so, then acquisition of the second-order generalization, generalized at-
tention to shape in the context of naming, should lead to more rapid
acquisition of object names. Figure 4 shows the productive-vocabulary

growth of the children, as reported by their parents, from the start of
the experiment to Week 8. Words on the parental checklist were
counted as object names if they referred to a concrete whole object
(not to a part).

The numbers of object names and numbers of other words pro-
duced by each child at the pre- and posttests were entered into a 2
(group: training vs. control) 

 

#

 

 2 (word type: object name vs. other) 
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 2
(pretest vs. posttest) mixed analysis of variance. As Figure 4 suggests,
the three-way interaction of these variables was significant, 
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 .002. Children in the training group showed on average an
increase of 41.4 object names—that is, a 256% increase—in their pro-
ductive vocabularies over this 8-week period, whereas children in the
baseline condition showed a mean increase of only 13.8 object names
(78%), 
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 3.34, 
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 .01. This increased rate of word learning for
children in the training group was confined to object names: Children
in the training and baseline groups did not differ in their acquisition of
other words. In sum, the training made children better learners of ob-
ject names in their everyday lives.

These results fit the developmental story outlined in Figure 1:
Learning specific object names results in generalized attention to
shape in the context of object naming, and in accelerated acquisition
of new object names. However, there is an alternative explanation for

Fig. 4. Increase in vocabulary size, by parental report, from the beginning (“Pre”) to the end (“Post”) of Experiment
1. Results are shown separately for the children in the training and control groups for new object names (left) and new
words in all other categories (right). Error bars show standard errors of the means.

Learned 3x more 
object words?!?!

Result : teaching children names for only four artificial categories, each well organized by 
shape, accelerates object name learning outside the laboratory
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that learning names, not just learning shape-based categories, is cru-
cial to making the second-order generalization.

These results set up the next critical prediction from our analysis of
the developmental process: If a generalized bias to attend to shape in
the context of naming promotes the rapid acquisition of object names,
then children in the replication condition should have shown acceler-
ated vocabulary growth, but those in the other two conditions—who
made first-order generalizations but not the second-order generaliza-
tion—should not.

 

Vocabulary growth

 

Figure 5 shows the mean cumulative number of object names in
the children’s productive vocabularies, according to their parents’ re-
ports, for the 8 weeks of the experiment. Children in the replication
condition showed an accelerated rate of object-name acquisitions rela-
tive to children in the other two conditions. Children’s numbers of
object names were submitted to a 3 (training condition) 
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 8 (test ses-
sion) mixed analysis of variance. The analysis yielded a reliable main
effect of session, 
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 .001, and a reliable interac-
tion between condition and session, 
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 .001. Post
hoc pair-wise comparisons (Neuman-Keuls, 
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 .05) indicated that
children in the replication condition had more object names in their
productive vocabularies by Session 5 than did children in the varied-
category-structure condition, and by Session 7 they had more object
names in their productive vocabularies than did children in the no-
name condition. Although children in the no-name condition averaged
more object names than children in the variable-category-structure
condition, at no session was this difference statistically significant. A 3
(condition) 

 

!

 

 8 (session) analysis of the numbers of words other than
object names in the children’s vocabularies yielded no reliable differ-
ences among the three training conditions.

These results provide strong support for the developmental process
outlined in Figure 1: Learning names for things in categories similarly
organized by shape tunes attention to just the right property—shape—
for learning more object names. As a result, children add object names
to their vocabularies at more rapid rates once they have made the higher-
order generalization.

Could children be taught other higher-order generalizations based
on properties other than shape? Because the proposed processes of
learning are general, we expect that any consistent organizing property
could be learned. Indeed, Jones and Smith (in press), in a training pro-
cedure similar to that used here, taught young children to generalize
names for artificial objects with eyes by both shape and texture. Al-
though we expect that children could learn a variety of such higher-
order generalizations given the right training, this laboratory learning
could have an effect on real vocabulary learning outside the laboratory
only if the higher-order generalizations matched the regularities
among the real categories to be learned. The present results provide
strong evidence that the higher-order generalization of attending to
shape in the context of naming matches the structure of the noun cate-
gories that very young children typically learn.

 

GENERAL DISCUSSION

 

The four-step process we proposed and have empirically supported
is inherently developmental. Each bit of individual learning changes
the learner, and thus progressively changes what the learner finds easy
to learn. The account is also rather ordinary in the mechanisms it pre-

sumes—namely, first-order and second-order generalizations across
learned instances. However, like development itself, the experimental
results are remarkable: Teaching children names for only four artificial
categories, each well organized by shape, accelerates the learning of
object names outside the laboratory.

Laboratory manipulations that alter the rate of learning outside the
laboratory are not at present common in psychology. But this outcome
was predicted by our account of the developmental process and by one
of the most fundamental truths about learning: Learning changes what
is subsequently easy to learn. What the present results add to this gen-
eral truth is its application to early noun learning. We propose that
learning specific object names tunes attention to just the right property
and that this attentional learning enables the rate of noun acquisition
to take off. The role of attention in this developmental process is
strongly implied by the results: We trained children to attend to shape
in the context of naming, and they learned object names more rapidly.
Direct assessment of how category learning alters children’s attention,
likely modeled on the approaches of Goldstone, Nosofsky, and their
colleagues (Goldstone, 1994; Kersten, Goldstone, & Schaffert, 1998;
McKinley & Nosofsky, 1996), will be an important component of fu-
ture work.

Although our lexical training mimicked what we believe to be the
natural learning—that is, the tuning of attention—through which chil-

Fig. 5. Mean cumulative number of object names in children’s pro-
ductive vocabularies, by parental report, in Experiment 2. Results are
shown separately for the three groups of children at each of the eight
weekly sessions. Error bars show standard errors of the means.

Shape bias training affects real word 
vocabulary learning
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Result : teaching children names for only four artificial categories, each well organized by 
shape, accelerates word learning outside the laboratory
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2), !2(1, N ! 13) ! 6.23, p " .015, and in the block with complex
shapes (11 vs. 0), !2(1, N ! 11) ! 11.00, p " .001.

A repeated measures ANOVA with shape complexity as a factor
and subjects as a random variable was conducted on children’s
shape choices. The main effect of shape complexity was not
significant, F(1, 23) " 1; the percentage of shape choices was
identical for the two blocks (28.12%). This differs from the find-
ings of Experiment 1, where children selected the shape alternative
more frequently for the simple-shaped, stand-alone objects (71%)
than for the complex-shaped ones (54%). Recall, however, that we

argued shape complexity would influence children’s behavior
when they are forced to choose one of the response options in a
situation where they find neither to be appropriate. When children
cannot identify another referent for the novel label, they are more
likely to be swayed by task demands such as the salience of the
shape similarity between two of the stimuli (which we claimed was
diminished for complex objects). In contrast, whether the shapes of
the objects are simple or slightly more complex should matter a lot
less when an easily accessible category referent (the basic-level
alternative) is included as a response option.

Figure 5. Stimuli used in Experiments (Expts.) 3–6.
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Taxonomic vs. shape bias: Cimpian & Markman (2005)

"See this? This is a dax”

“find another dax”

• 3-5 year olds
• triads with pitting shape bias vs. taxonomic bias

shape

choice

(28%)

taxonomic 
choice 
(72%)
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"See this? This is a dax”

“find another dax”

• Cimpian and Markman : pre-school children learn “words as kinds”, not 
simply as classes of shapes (although shape can be a cue to kind)

• Linda Smith: “3-5 yo already know these words, and it's not genuine word 
learning. For real word learning, attention to shape matters”



Essentialism in categorization and category-based induction
(Gelman & Markman, 1986)

188 S.A. Gelman and E. M. Markman 

Figure 1. Sample triad used in Studies 1-5. 

As predicted, adults based their inferences on the common natural kind 
membership of the objects, far more often than on their outward appearance. 
Overall, they concluded that the target picture had the same property as the 
other similarly labeled object an average of 86% of the time, which is signi- 
ficantly greater than chance, t (19) = 15.77, p < .OOl. Furthermore, subjects 
were highly confident that their choices were correct (mean rating was 5.8 
on the 7 point scale, which is significantly greater than chance, t (19) = 11.65, 
p < .OOl). 

Similarity ratings 
It was important that the pictures that we thought were similar were in 

fact perceived as similar. Therefore we gathered ratings of perceptual similar- 
ity from adult subjects. Eighteen undergraduates participated to fulfill a 
course requirement for an introductory psychology class. 

The 20 sets of pictures were divided into two pairs per set: The target 
picture paired with the picture that received the same category label and the 
target picture paired with the picture that was designed to be more similar in 
appearance. Subjects were given a set of written instructions, telling them 
that each pair should be rated on “how much alike the two pictures look to 
one another, on a scale of ‘1’ (not at all similar) to ‘7’ (extremely similar).” 
Subjects were told that they could take into account shape, color, size, com- 
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“This bird’s heart has a right aortic arch only”

“This bat’s heart has a left aortic arch only”

“What does this bird’s heart have?”

Provided Query

Results: 4 year olds generalize based on 
category membership ~68% of time, despite 
lack of perceptual support



Participants were kids in grades K, 2, and 4 (ages approx. 5, 7, and 10 years old)

Review: Keil’s (1989) transformation study of essentialism



Keil’s (1989) transformation study of essentialism and the 
“perceptual to conceptual shift”



Conclusion
 Word learning as a window into conceptual development
• Word learning is one of the most heavily researched and 

controversial topics in cognitive development
✴ literature often does not make distinction between word 

learning and concept learning

Children learn new concepts very quickly, aided by key biases and 
constraints:
• basic level bias
• taxonomic bias
• whole object bias
• mutual exclusivity bias
• shape bias

Perceptually or conceptually driven?
The degree to which early word learning is driven by perceptual 
and attentional learning — versus reflecting kinds embedded in 
folks theories — is still an active debate


