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Object?
Living thing?
Animal?
Mammal?
Ungulate?
Bovine?
Cow?
Holstein Friesian cow?
My cow, “Betsy"?



First explorations

Roger Brown (1958, Psych Review)
“How Shall a Thing be Called?”

• It shall be called by the name that is functionally most 
important.



Animal?… Dog?… Sheepdog?... Fido?



But what makes a name useful, especially if there is no obvious 
use at the moment?

e.g., I’m not herding “sheep” right now.



• Basic Level:  the neutral, “preferred” level
• Subordinate level:  more specific, detailed
• Superordinate level:  more general, abstract

• But there are often many levels reaching above and 
below the basic level.

• All the more specific ones are “subordinates”, and all 
the more general ones are “superordinates.”

approximately 3 levels of categorization



ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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Subordinate level
(e.g., “Dalmatian”)

Basic level
(e.g., “Dog”)

Superordinate level
(e.g., “Animal”)

Example with
Xu & Tenenbaum 
stimuli
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Basic Objects in Natural Categories 
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University of Culifornia, Berkeley 

Categorizations which humans make of the concrete world are not arbitrary 
but highly determined. In taxonomies of concrete objects, there is one level of 
abstraction at which the most basic category cuts are made. Basic categories 
are those which carry the most information, possess the highest category cue 
validity, and are, thus, the most differentiated from one another. The four ex- 
periments of Part I define basic objects by demonstrating that in taxonomies 
of common concrete nouns in English based on class inclusion, basic objects are 
the most inclusive categories whose members: (a) possess significant numbers of 
attributes in common, (b) have motor programs which are similar to one another, 
(c) have similar shapes, and (d) can be identified from averaged shapes of members 
of the class. The eight experiments of Part II explore implications of the 
structure of categories. Basic objects are shown to be the most inclusive cate- 
gories for which a concrete image of the category as a whole can be formed, to be 
the first categorizations made during perception of the environment, to be the 
earliest categories sorted and earliest named by children, and to be the categories 
most codable, most coded, and most necessary in language. 

The world consists of a virtually infinite number of discriminably 
different stimuli. One of the most basic functions of all organisms is the 
cutting up of the environment into classifications by which nonidentical 
stimuli can be treated as equivalent. Yet there has been little explicit 
attempt to determine the principles by which humans divide up the world in 
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Rosch et al. (1976), Part I:
Converging definitions for identifying the basic level

1. Feature listings.  Look for “elbow” in curve.
2. List movements associated with objects.  Ditto.
3. Shape commonality to identify average shapes.

Note that these operations generally separate the basic 
level from the superordinate, but not the basic from 
subordinate.
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TABLE 1 

THE NINE TAXONOMIES USED AS STIMULI 

Superordinate Basic level Subordinates 

Nonbiological taxonomies 

Musical 
instrument 

Fruit” 

Tool 

Clothing 

Furniture 

Vehicle 

Tree 

Fish 

Bird 

Guitar 
Piano 
Drum 
Apple 
Peach 
Grapes 
Hammer 
Saw 
Screwdriver 
Pants 
Socks 
Shirt 
Table 
Lamp 
Chair 
Car 
Bus 
Truck 

Folk guitar 
Grand piano 
Kettle drum 
Delicious apple 
Freestone peach 
Concord grapes 
Ball-peen hammer 
Hack hand saw 
Phillips screwdriver 
Levis 
Knee socks 
Dress shirt 
Kitchen table 
Floor lamp 
Kitchen chair 
Sports car 
City bus 
Pick up truck 

Maple 
Birch 
Oak 
Bass 
Trout 
Salmon 
Cardinal 
Eagle 
Sparrow 

Biological taxonomies 

Silver maple 
River birch 
White oak 
Sea bass 
Rainbow trout 
Blueback salmon 
Easter cardinal 
Bald eagle 
Song sparrow 

Classical guitar 
Upright piano 
Base drum 
Mackintosh apple 
Cling peach 
Green seedless grapes 
Claw hammer 
Cross-cutting hand saw 
Regular screwdriver 
Double knit pants 
Ankle socks 
Knit shirt 
Dining room table 
Desk lamp 
Living room chair 
Four door sedan car 
Cross country bus 
Tractor-trailer truck 

Sugar maple 
White birch 
Red oak 
Striped bass 
Steelhead trout 
Chinook salmon 
Grey tailed cardinal 
Golden eagle 
Field sparrow 

n Fruit is not considered a biological taxonomy by the criteria in Berlin (1972). 

or greater from the K&era and Francis (1967) sample of written English. A superordinate 
category was considered in common use if at least four of its members met this 
criterion. Categories were eliminated if: (a) all of the items bore a part-whole relationship 
to the only reasonable superordinate (e.g., parts of the body, parts of buildings), (b) if there 
was linguistic ambiguity amongst possible superordinates (e.g., unimal is commonly used 
as a synonym for mammal), and (c) if the superordinate cross-cut a large number of other 
taxonomic structures (e.g.,food). 

By these criteria, only one biological category, bird, could be included in the study. 
Because biological taxonomies were the only ones in which hypotheses concerning 
basic objects based on independent linguistic evolutionary data existed, it was necessary to 
amend the inclusion criteria. A biological category was included if at least one member of 
the category (or the superordinate noun itself) achieved a Kufera and Francis frequency 

Feature listings
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TABLE 2 

NUMBER OF ATTRIBUTES IN COMMON AT EACH LEVEL OF ABSTRACTION 

Number of attributes in common 

Category 

Musical 
instrument 

Fruit 
Tool 
Clothing 
Furniture 
Vehicle 

Raw tallies Judge-amended tallies 

Super- Basic Sub- Super- Basic Sub- 
ordinate level ordinate ordinate level ordinate 

Nonbiological taxonomies 

I 6.0 8.5 I 8.3 8.7 

7 12.3 13.7 3 8.3 9.5 
3 x.3 9.7 3 8.7 9.2 
3 10.0 12.0 2 8.3 9.7 
3 9.0 10.3 0 7.0 7.8 
4 8.7 11.2 I II.7 16.8 

Biological taxonomies 

Tree 9 10.3 II.? IO I I .o 11.5 
Fish 6 8.7 9.3 8 9.7 10.0 

Bird II 14.7 15.3 I4 16.0 16.5 

was, therefore, a test of whether results for the biological and non- 
biological categories (e.g., the level at which a marked increase in at- 
tributes occurred) differed significantly; such a test was necessary before 
the substantive hypothesis of the study could be tested. For each category, 
the proportion of basic level attributes contributed by the increase in 
attributes between the hypothesized superordinate and the hypothesized 
basic level was computed. The difference in that proportion between the 
nonbiological and the biological categories was computed separately for 
the raw and the judge-amended tallies. Both proved significant: raw 
tallies, t(7) = 3.72, p < .Ol; judge-amended tallies, f(7) = 4.11, p < .Ol. 
This finding supports the idea that for our subjects, the hypothesized 
superordinate appeared to be the basic level for the biological taxonomies. 

Tests of the difference in number of attributes between superordinate 
and basic level categories were performed for the nonbiological tax- 
onomies to test the hypothesis that basic level items would contain 
more attributes than superordinate level items. The tests were significant: 
raw tallies, t(5) = 4.75, p < .Ol; judge-amended tallies, t(5) = 10.07, 
p < .OOl. The second prediction from the substantive hypothesis, that 
the number of attributes added at the subordinate level would be sig- 
nificantly fewer than the number added at the basic level, was also 
supported for the nonbiological taxonomies: raw tallies, t(5) = 4.28, 

Feature listings
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definition: “basic level” is the most inclusive level at 
which categories have many features in common
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place in the major activity, or repetition of mention of the same movement 
by other subjects. This count was designed to examine the question of the 
specificity of the movements described for the class of objects named 
independently from the question of the similarity of movements made to 
objects of that class. 

Substantive Results 

Table 3 shows tallies of movements in common for the descriptions 
of imagined movements for the three levels of abstraction. Examples of 
some of the movements, listed under their appropriate major activity and 
in their appropriate sequence are shown in Appendix 2. (A complete 
listing of all movements for all items is available in Rosch et al., Note 1.) 
The proportion increase in number of attributes between the hypothesized 
superordinate and basic level categories differed significantly for the non- 
biological and the biological categories: t(7) = 4.59,~ < .Ol. For the non- 
biological taxonomies, significantly more motor movements were given in 
common for the basic level than for the superordinate, t(5) = 14.19, 
p < .OOl. (As in Experiment 1, this effect could not be tested for the 
biological taxonomies alone.) The number of motor movements given in 
common for the subordinate level did not differ significantly from the 

TABLE 3 

NUMBEROF MOTOR MOVEMENTS IN COMMON AT EACH LEVEL OF ABSTRACTION 

Number of motor movements in common 

Category 
Super- Basic 

ordinate level 
Subordinate 

mean 

Subordinate 
number 

added 

Subordinate 
number 

subtracted 

Nonbiological taxonomies 

Musical 
instrument 

Fruit 
Tool 
Clothing 
Furniture 
Vehicle 

0 16.7 16.2 2.2 2.6 
4 21.3 20.5 2.5 3.3 
2 19.2 18.0 1.2 2.7 
2 19.0 19.2 1.5 1.5 
I 11.7 12.3 1.3 .7 
I 18.0 18.2 2.8 2.5 

Biological taxonomies 

Tree 8 6.0 6.8 .7 .8 
Fish I7 13.0 17.0 1.2 I.7 
Bird 7 7.3 1.2 .3 .5 

Movements associated with objects
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APPENDIX I (continued) 
Tool Clothing 
blade pockets 
sharp cloth 
cuts two legs 
edge Levis 
wooden handle blue 
Cross-cutting Double knit 

hand saw pants 
used in comfortable 

construction stretchy 
Hack hand saw 
no additional 

Furniture 
comfortable 
four legs 
wood 
holds people- 

you sit on it 
Kitchen chair 
no additional 
Living room chair 
large 
soft 
cushion 

Bird 
tail 
head 
claws 
lays eggs 
nests 
flies 
chirps 
eats worms 

and flies 
Sparrow 
small 
brown 
Song sparrow 
no additional 
Field sparrow 
no additional 

APPENDIX II 

Examples of Motor Movement Sequences 
Note: Movements tallied for subordinate classes are the same ones listed 

in this appendix for the basic level unless otherwise indicated. 
“+” indicates a movement which was tallied for the subordinate class 

that had not been listed for the basic level of that class. 
“ - ” indicates a movement which failed to be tallied for the subordinate 

class which had been listed for the basic level of that class. 

Tool Clothing Furniture Bird (look at) 
Hand: grasp Eyes: scan Eyes: scan Eyes: scan 
Fingers: grasp Hand: grasp Chair (sit on) pursue 
Hammer Pants (put on) Head: turn look up 
Arm: extend Hands: grasp Body: turn squint 
Hand: big grasp Arms: extend move blink 

position Back: bend back Head: turn 
Fingers: Feet: position position pursue 

position Knee: bend Knees: bend Neck: tip back 
Other hand: Leg: raise Arm: extend- 

position extend touch Sparrow 
Body: bend Foot: raise Waist: bend Eyes: scan 
Neck: bend extend Butt: touch pursue 

(continued} 

example

definition:“basic level” is the most inclusive level at which 
categories have many movements in common, when you 
use or interact with that object“elbow”
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FIG. 1. Examples of traced outlines of pictures used in Experiment 3. One example of 
each basic level object from each superordinate category is shown. 

Because it was not practical to compute ratios for all possible combinations of the 64 
pictures taken four at a time, one of the four basic level object pictures chosen at random 
from each of the I6 groups of basic level object pictures was compared with each of the 
other three basic level object pictures in its group. This procedure produced a total of 
three comparisons within each basic level group of pictures. The mean of these three 
ratios was taken as a measure of the average overlap within that basic level category. 

The same randomly chosen picture that had been compared with the other three 
pictures within a basic level group was also compared with one randomly chosen member of 
each of the other three basic level groups within the superordinate (see Table 5). The mean 
of these three comparisons was considered a measure of the ratio of overlap for that 
basic level group with other members of the superordinate category. For example, if shirt 2 
were chosen to represent shirts, it was compared with shirts I, 3, and 4, and was then 
compared with one randomly chosen member of each of the other basic level items of 
clothing-i.e., with one randomly chosen shoe, one sock, and one pair of pants. The means 
of the first three and second three comparisons were taken as the data points from which 
to compare the ratio of overlap among shirts with the ratio of overlap between shirts 
and other clothing. 

For comparison of the within subordinate overlap ratios with the within basic level 
overlap ratios a very similar procedure was followed. Each of the four items in a basic level 
group containing two subordinates was compared with each of the others, and each item 
was compared with one randomly chosen item from each of the other basic groups within 
its superordinate. From these comparisons, 27 mean overlap scores, three for each of the 
subordinate item pairs, were obtained. The three scores to be compared for each of the six 
items were: (a) the mean ratio of overlap between the two pairs of subordinate item, (b) 
the mean ratio of overlap between each of those same items with the other two items, not of 
the same subordinate, within the same basic level group, and (c) the mean overlap of those 
same two items with each of the items in the same superordinate class. 

Results 

Of the 16 pairs of comparisons between the mean overlap ratios of items 
within the same basic level category with items within the same super- 

example object outlines

Two silhouettes were 
compared for overlap, when 
drawn from the same 
subordinate, basic, or super 
category

There is a similar “elbow” in 
the overlap measure, where 
silhouettes from different 
super categories don’t 
overlap much

definition: “basic level” is the most inclusive level at which categories 
have a common shape
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FIG. 1. Examples of traced outlines of pictures used in Experiment 3. One example of 
each basic level object from each superordinate category is shown. 

Because it was not practical to compute ratios for all possible combinations of the 64 
pictures taken four at a time, one of the four basic level object pictures chosen at random 
from each of the I6 groups of basic level object pictures was compared with each of the 
other three basic level object pictures in its group. This procedure produced a total of 
three comparisons within each basic level group of pictures. The mean of these three 
ratios was taken as a measure of the average overlap within that basic level category. 

The same randomly chosen picture that had been compared with the other three 
pictures within a basic level group was also compared with one randomly chosen member of 
each of the other three basic level groups within the superordinate (see Table 5). The mean 
of these three comparisons was considered a measure of the ratio of overlap for that 
basic level group with other members of the superordinate category. For example, if shirt 2 
were chosen to represent shirts, it was compared with shirts I, 3, and 4, and was then 
compared with one randomly chosen member of each of the other basic level items of 
clothing-i.e., with one randomly chosen shoe, one sock, and one pair of pants. The means 
of the first three and second three comparisons were taken as the data points from which 
to compare the ratio of overlap among shirts with the ratio of overlap between shirts 
and other clothing. 

For comparison of the within subordinate overlap ratios with the within basic level 
overlap ratios a very similar procedure was followed. Each of the four items in a basic level 
group containing two subordinates was compared with each of the others, and each item 
was compared with one randomly chosen item from each of the other basic groups within 
its superordinate. From these comparisons, 27 mean overlap scores, three for each of the 
subordinate item pairs, were obtained. The three scores to be compared for each of the six 
items were: (a) the mean ratio of overlap between the two pairs of subordinate item, (b) 
the mean ratio of overlap between each of those same items with the other two items, not of 
the same subordinate, within the same basic level group, and (c) the mean overlap of those 
same two items with each of the items in the same superordinate class. 

Results 

Of the 16 pairs of comparisons between the mean overlap ratios of items 
within the same basic level category with items within the same super- 

example object outlines

The average of two object 
shapes identified correctly at 
this level, when the objects 
were from the same: 

super. category: 33% 
accuracy
basic level category: 
78%
sub. level category: 
84%

“basic level” is the most inclusive level at which categories have an 
identifiable shape



Identifying the basic level from raw images

• Based on tightly cropped web images of vehicles, 
furniture, clothing, desserts

• Features extract using (outdated) computer vision 
algorithm (SIFT features)

• Informativeness: The number of features in 
common amongst all the exemplars of a category 
(to some criterion)

• Distinctiveness: distance in feature space to 
contrasting (sibling) categories

872 

Fig. 1. Most of the 4,800 images used to train our model, grouped into the 16 basic-level categories used in the present study. The images are shown as tiny thumbnails for 
purposes of illustration, but each measured at least 100 × 100 pixels and depicted a tightly cropped view of an object against a natural background. Common visual features 
among the 300 image exemplars of each category, and category-specific differences between these features, create the appearance of rectangles in this stimulus space. See the 
Supplemental Material for similar illustrations of exemplars grouped randomly (Fig. S1a), at the superordinate level (Fig. S1b), and at the subordinate level (Fig. S1c).

(Yu, Maxfield, & Zelinsky, 2016)
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to capture the increase in time to target (poorer guidance) 
with movement up the category hierarchy. The model’s 
behavior fell within the 95% CIs surrounding all six of the 
behavioral means. This finding has implications for search 
theory. It suggests that the stronger target guidance 
reported for exemplar search (e.g., targets cued by picture 
preview) compared with categorical search (e.g., targets 
cued by category name) may be due, not to a qualitative 
difference in underlying processes, but rather to a quanti-
tative difference in the number of “good” features in the 
target representations used to create the priority maps that 
ultimately guide search (Zelinsky & Bisley, 2015). Many 
strong guiding features can be extracted when the oppor-
tunity exists to preview a specific target exemplar, but 
strong guidance in a categorical search task requires a tar-
get category represented by many CCFs.

Target verification. If more CCFs enable greater spec-
ificity in the target representation, the converse is also 
true. With movement up the category hierarchy, decreas-
ing numbers of CCFs incur a cost to specificity; this cost 
is greatest for superordinate-level categories, least for 
subordinate-level categories, and in between for basic-
level categories. We show that target verification can be 
modeled by combining this trend with a second and 
opposing trend, one based on the distance to neighbor-
ing categories.

Sibling distance. In the context of a categorical search 
task, the target-verification epoch is the time between the 
first fixation on the target and the correct target-present 
judgment. The CCF model predicts that this time is pro-
portional to the distance between the CCFs of the target 

category and the features of the exemplars composing the 
target’s categorical siblings, which are defined as categories 
sharing the same parent (one level up in the category hier-
archy). This logic is also straightforward. Verification dif-
ficulty should depend on the distance between the target 
category and the most similar nontarget categories in the 
test set; as this distance increases, target verification should 
become easier. This follows from the fact that smaller dis-
tances create greater potential for feature overlap between 
categories, and to the extent that this happens, one cat-
egory might become confused with another. In the present 
context, these least distant, most similar nontarget catego-
ries would be the categorical siblings of the target category. 
If the target was a police car, the nontarget objects creating 
the greatest potential for confusion would be exemplars of 
race cars and taxis, and these objects would largely deter-
mine the difficulty of verifying the presence of a police 
car. Indeed, members of these sibling categories were the 
same objects used as categorical lures in order to obtain 
our behavioral demonstration of a basic-level advantage.

To model the distance between a target category and 
its categorical siblings, we computed for each sibling cat-
egory the mean chi-squared distance between its CCF 
histogram and the BoW histogram for every exemplar 
under the parent category. We denote the full set of BoW 
bins as F = {1, . . ., 1,064} and the CCFs for target category 
k as F′k, such that k ∈ {1, . . ., 68} and F′k are indices to a 
subset of bins in F (i.e., F′k ⊆ F). Chi-squared distance is 
defined as follows:
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Fig. 6. Mean number of category-consistent features (CCFs) and mean sibling dis-
tance from the CCF model by hierarchical level. Error bars indicate ±1 SEM, computed 
by treating the number of categories at each level as the number of sample observa-
tions (n).

Identifying the basic level from raw images
(Yu, Maxfield, & Zelinsky, 2016)

INFORMATIVENESS DISTINCTIVENESS

Basic-level has balance of informativeness and distinctiveness
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Having put all the category exemplars in a common 
feature space, we next found those features that were 
most representative of each target category. This process 
began by averaging the BoW exemplar histograms to 
obtain what might be called a prototype for each cate-
gory (Rosch, 1973), although we avoid using this 

theoretically laden term so as not to associate a prototype 
with a particular step in the computation of CCFs. Each 
averaged category histogram captured the mean fre-
quency of each of the 1,064 features in the category’s 
exemplars, along with the variance for each of these 
means (see Fig. S2 in the Supplemental Material for a 
partial averaged histogram for the “taxi” category, and see 
Fig. S3a for a visualization of every complete histogram 
contributing to the averaged histogram for that 
category).

Although methods for selecting features abound in the 
computer vision literature (e.g., R. T. Collins, Liu, &  
Leordeanu, 2005; Ullman, Vidal-Naquet, & Sali, 2002), 
most of these are tailored to finding features that dis-
criminate between categories of objects for the purpose 
of classification. This makes them poorly aligned with 
our generative approach. Instead, feature selection under 
the CCF model is grounded in signal detection theory 
(Green & Swets, 1966). We assumed that features having 
a high frequency and a low variance were more impor-
tant than the rest, and used these simple measures to 
prune away the other features. Specifically, we identified 
features having a high mean frequency over the category 
exemplars using the interquartile range rule: For a given 
category histogram, these features were those with an 
average frequency (X) greater than 1.5 * (Q3(X) – Q1(X)), 
where Q1 and Q3 are the first and third quartiles, respec-
tively. The 1,000-dimensional SIFT features and the 
64-dimensional color features were analyzed separately. 
For each of these frequently occurring features, we then 
computed the inverse of its coefficient of variation by 
dividing its mean frequency by its standard deviation, a 
commonly used method for quantifying a scale-invariant 
signal-to-noise ratio (SNR; Russ, 2011). Finally, k-means 
clustering, with k = 2,  was performed on the SNRs of all 
features in the set to find a category-specific threshold to 
separate the important features from the less important 
features. The CCFs for a given category are defined as 
those features having SNRs falling above this threshold.

CCFs are therefore the features that occur both fre-
quently and reliably across the exemplars of a category, 
and each category has different CCFs in this 1,064-dimen-
sional feature space. These CCFs, and not the noisier cat-
egory histogram formed by simply averaging exemplar 
histograms, are what we believe constitute the learned 
visual representation of an object category (see Fig. S3b 
in the Supplemental Material for the CCFs from the “taxi” 
category and note how they compare with the corre-
sponding averaged category histogram in Fig. S3a).

Results

Can the CCF model capture the patterns of target guidance 
and verification observed in behavior? We show that these 
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Fig. 4. Mean behavioral results and output from the category- 
consistent feature model for (a) time to the first fixation on the target, 
(b) proportion of immediate fixations on the target, and (c) time from 
first fixation on the target until the correct target-present button press. 
Error bars indicate 95% confidence intervals.

Basic-level advantage in category verification can be modeled as product of 
informativeness x distinctiveness measure

Identifying the basic level from raw images
(Yu, Maxfield, & Zelinsky, 2016)



Biological categories

Actual basic levelRosch’s 
guess • Rosch et al. guessed that the 

genus level would be basic

oak, maple, trout, salmon, 
sparrow, parrot

• The family level turned out to 
be the basic level

tree, fish, bird, etc.



Rosch et al. (1976), Part II:
Testing performance on the different levels

• Exp. 5: Use of category names to prime detection under 
noise

• Exp. 6: Use of category names to prime same-different 
picture judgments

• Exp. 7: Picture categorization 
• Expt. 8 & 9: Categorization in triads or large sets by children



Rosch et al. (1976), Part III:

Linguistic measures of performance

• Exp. 10: Free naming of pictures
• Exp. 11: Acquisition of concrete nouns at the three levels
• Exp 12: Existence of conventional signs in ASL



Exp 5 and 6: Priming influenced by level of name

Experiment 5
• Object name was presented at sub, basic, or super level
• Task: Given two images, detect whether line drawing of 

object is on left or right of screen, under speed/noise (200 ms)
• Results: Accuracy is highest for basic-level prime (90%), 

compared to no prime (81%), super prime (69%), and sub 
prime (88%)

Experiment 6
• Again, object name was presented at sub, basic, or super 

level
• Task: Detect whether two images are physically identical or 

different (color photos, line drawings, etc.)
• Results: Response time is fastest for basic-level prime 

(average of  554 ms), compared to sub (620 ms) and super 
(568 ms), for color photos in this case

Conclusion: There is a basic-level advantage for priming.



Exp 7: Category verification
There is a basic-level advantage for category verification.
Task: shown word (“dog”), then show color photo, participants press 
“match” or “mismatch”
Results

Response time on match responses is fastest for basic-level 
prime (average of 535 ms), compared to sub (659 ms) and super 
(591 ms)

DOG

Name Picture Response
(match/mismatch)



Written prompt:
“What is this called?”

Exp 10: Free naming

There is a basic-level advantage for free naming — i.e., the default 
name of an object used by a speaker
Task: shown a color photo (“dog”) and wrote name underneath
Results

Naming overwhelming favors basic level

424 ROSCH ET AL. 

TABLE 8 

TYPE OF NAME GIVEN IN FREE NAMING OF PICTURES 

Type of name given 

Contrast set Superordinate Basic level Subordinate Other 

Superordinate 0 532 5 2 
Basic level 0 533 4 2 
Subordinate I 530 5 4 

There are two possible claims that these results might be artifacts of 
linguistic facts other than level of classification. One claim is related to 
word frequency. It may be suggested that what are here called basic level 
names are simply more frequent than superordinate or subordinate names, 
and it can thus be argued that, in this name production task, subjects 
simply replied with the most available (frequent) word for that object. 
While word frequencies are not obtainable for the subordinate classes 
(because they are generally phrases, not single words), word frequencies 
were available for superordinate and basic level names in five taxonomies. 
In nine of the 15 cases of superordinate-basic level comparison, the 
superordinate name actually had a higher word frequency than the basic 
level name; however, in these cases subjects showed no greater tendency 
to name with the superordinate than in the cases where the basic level 
name was more frequent-in both situations, as shown in Table 8, the 
tendency to name with the superordinate was virtually nonexistent. 

The naming results might also be attributed to the subjects’ linguistic 
ignorance. Subjects simply might not know the correct superordinate or 
subordinate name. The second part of the study tested this possibility. 
For superordinate names, there were no errors at all in any of the true- 
false judgments. For the subordinate level identifications, for the non- 
biological categories, 16 of the 18 pairs (32 subordinates out of 36) re- 
ceived errorless identification. For the biological categories, there was 
confusion with oak and maple trees and errors with all the fish. The 
three birds were distinguished with no errors. Thus, the overwhelming 
use of the basic level name can not be attributed to ignorance of correct 
designations for items at other levels of abstraction. 

In summary: There was virtually total agreement in the use of basic 
level names for 54 objects from nine taxonomies. It was shown that 
these results were not an artifact of word frequency or lack of knowledge. 

EXPERIMENT 11 

This experiment examines the hypothesis that names at the basic level 
should be the first concrete nouns acquired in the language development of 



BASIC OBJECTS IN NATURAL CATEGORIES 425 

TABLE 9 

CONCRETE NOUNS USED IN STAGE I OF LANGUAGE ACQUISITION 

Taxonomic level of word used 

Category 

Superordinate Basic level 

Tokens” Types” Tokens Types 

Subordinate 

Tokens Types 

Musical 
instrument 

Fruit 
Tool 
Clothing 
Furniture 
Vehicle 

Tree 
Fish 
Bird 

0 
19 
13 

Nonbiological 

0 I3 6 
0 7 3 
0 37 I3 
I 91 I8 

0 7s I6 
0 50 II 

Biological* 

0 0 
I 0 
I 0 

0 
0 
0 

0 
0 
0 

0 
0 
0 

a The token count is the total number of utterances of any word of that classification: the 
type count is the number of different words in the classification which were used. 

b The level shown as superordinate matches Table I but is the level shown to be the basic 
level for biological taxonomies in the earlier experiments. 

a child. One well documented case history was taken for analysis; the 
protocols for the spontaneous speech of Sarah (Brown, 1974). The corpus 
analyzed was 2-hr weekly recordings of Sarah’s spontaneous speech 
during her initial period of language acquisition (all of her utterances 
in Stage I; see Brown, 1974, for definitions of the stages in child language 
acquisition). 

Two raters read Sarah’s protocols. All utterances of an item in any 
of the nine superordinate taxonomies previously studied were re- 
corded. Repetitions of an adult’s utterance or of Sarah’s own utterance 
were not included. These utterances were classified as superordinates 
(the superordinate term itself or any synonym); basic level (any word 
on the same level of linguistic contrast as the basic level items in Table 
l-see Frake, 1969, or Rosch & Mervis, 1975, for definitions of linguistic 
contrast); or as subordinates (any term on the same level of linguistic con- 
trast as the subordinate terms in Table 1). 

The results of the study are shown in Table 9. Results were sufficiently 
extreme as to render statistical analysis unnecessary. Both in total num- 
ber of utterances of any word in a classification and in number of 
different words in the classification used, basic level names were es- 
sentially the only names used by Sarah in Stage I. 

Exp 11: Language development
Children learn basic level words first.
Case study: Sally used primarily only basic-level words for objects, in 
large corpus of recorded speech. 



Summary of the basic level

• Paraphrasing Rosch et al.: For concrete objects, the basic level 
is generally the most useful for categorization.

• The basic level is the most inclusive level of classification where
attributes are predictable
objects in a class can be used the same way
objects in a class have a canonical shape
objects are imageable 

• If you want to know the basic level, give someone a photo of an 
object and ask them to name it! [works say ~90% of the time; but 
not always for atypical items like “penguin” (Murphy and 
Brownell)]
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Object Categories and Expertise: Is the Basic Level in 
the Eye of the Beholder? 

JAMES W. TANAKA AND MARJORIE TAYLOR 

University of Oregon 

Classic research on conceptual hierarchies has shown that the interaction be- 
tween the human perceiver and objects in the environment specifies one level of 
abstraction for categorizing objects, called the basic level, which plays a primary 
role in cognition. The question of whether the special psychological status of the 
basic level can be modified by experience was addressed in three experiments 
comparing the performance of subjects in expert and novice domains. The main 
findings were that in the domain of expertise (a) subordinate-level categories were 
as differentiated as the basic-level categories, (b) subordinate-level names were 
used as frequently as basic-level names for identifying objects, and(c) subordinate- 
level categorizations were as fast as basic-level categorizations. Taken together, 
these results demonstrate that individual differences in domain-specific knowl- 
edge affect the extent that the basic level is central to categorization. 8 1991 
Ara&mir Prccr. Inr 

In a series of important experiments, Rosch, Mervis. Gray, Johnson, 
and Boyes-Braem (1976) established that a basic level of abstraction has 
special significance in human categorization (also see Brown, 1958). The 
basic level was shown to be the most inclusive level at which a general- 
ized shape of category exemplars is identifiable and imaginable. In addi- 
tion, basic categories elicit similar motor programs and basic-level cate- 
gory labels are the first names learned by children. Based on their analysis 
of structure at the basic level, Rosch et al. (1976) predicted that basic-level 
categories would be the classifications made when objects are first per- 
ceived. 

Rosch et al. (1976) demonstrated the special status of basic-level cate- 
gories for object identification in a free-naming and a category- 
verification task. In the naming task, subjects were presented with a 
series of pictures in rapid succession and were asked to write down the 

We would like to thank our subjects for their enthusiastic support of this project, Gregory 
Murphy for his expert advice, Robert Mauro for the use of his lab, and Steve Jones, Keith 
Millis, Lisa Arnold, Todd Bennett, and Athena Wang for their assistance with Experiment 
1. We would also like to thank Fred Attneave, Asher Cohen, Oliver John, Peter Jusczyk, 
and Mick Rothbart for comments on an earlier draft of this paper. We are also grateful to 
Douglas Medin and two anonymous reviewers for their helpful reviews of the manuscript. 
Correspondence concerning this article should be addressed to James Tanaka who is now at 
the Department of Psychology, Severance Laboratory, Oberlin College, Oberlin, OH 44074. 

4.57 

0010-0285/91 $7.50 
Copyright 0 1991 by Academic Press, Inc. 
Au rights of reproduction in any form reserved. 



Tanaka and Taylor’s study of expertise and 
the basic level
What is the psychological status of the basic level: can it be 
modified by experience? 
Structure of the world vs. structure of the mind?

Participants were “dog experts” or “bird experts”:
• “members of local dog or birdwatching clubs”

1. Feature listings
2. Free naming
3. Category verification

Studied effect of expertise on
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Subordinate Basic Superordinate 

Category Level 
FIG. 1. Mean number of new features listed by subjects as a function of knowledge 

domain (expert and novice) and category level (subordinate, basic, and superordinate). Note 
that the basic-level categories “bird” and “dog” share the same superordinate category 
“animal.” 

distinguishing properties of “bird.” However, consistent with the original 
Rosch et al. result, in the novice knowledge domain, subjects were able to 
list substantially more attributes at the basic level than at the subordinate 
level. 

The findings reported above suggest that expert knowledge is primarily 
organized at the subordinate level of abstraction rather than at the basic 
level. In addition to the interaction between knowledge domain and cat- 
egory level with respect to new features, we were interested in (a) the 
extent that features listed for one subordinate category overlapped with 
features listed for the other subordinate level categories, and (b) the pos- 
sibility that experts and novices differed in the kinds of attributes they 
listed at the basic and subordinate levels. 

Degree offeature overlap at the subordinate level. By calculating the 
number of nonoverlapping subordinate features, it was possible to deter- 
mine if subjects simply described subordinates at a finer level of detail or 
if they added information that was distinctive to particular subordinate- 
level categories. Two independent judges scored each feature listed by 
each subject as “nonoverlapping” if it was listed for only one of the 
subordinate-level categories or as “overlapping” if it was listed for more 
than one category. For example, if a subject listed the feature “red 
breast” for the subordinate-level category “robin” and not for any other 

Exp 1: Expertise influences feature listing
Task: List as many attributes of each category as you can (2 mins)
Results

Novice domain: participants list more new features for basic level, 
compared to previous level
Expert domain: almost as many new features at subordinate level 
as basic levels



Exp 1: Expertise influences feature listing

The type of features produce can vary as a function of domain 
and expertise:

• dog experts listed more part features than novices at 
subordinate level

• bird experts listed more behavioral features than novices at 
subordinate level

• both bird and dog experts listed more dimensional features 
than novices at subordinate level, related to size or color of the 
animals

Task: List as many attributes of each category as you can (2 mins)



Are you an expert?
Take the expertise test!**

Instructions: “Identify this object with the first 
name that comes to mind”

** modified from James Tanaka and Gary Cottrell



“Identify this object with the first name that comes to mind”

Ready…



“Car” - not an expert!

“2016 BMW M5”  - expert!

“Identify this object with the first name that comes to mind”



“Identify this object with the first name that comes to mind”

Ready…



“Bird” or “Blue bird”  - not an expert!

“Indigo bunting”  - expert!

“Identify this object with the first name that comes to mind”



“Identify this object with the first name that comes to mind”

Ready…



“Man” - not an expert!

“Donald Trump” - expert!

Other names are possible!

“Identify this object with the first name that comes to mind”
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dinate-level names was significant, x2 (1) = 26.50, p < .OOl. Thus, our 
results for the novice domain replicate past research showing that sub- 
jects tend to use basic-level names for identifying objects (Jolicoeur et al., 
1984; Rosch et al., 1976; Segui & Fraisse, 1968). 

Separate analyses performed on the dog and bird experts revealed a 
difference in the naming patterns between the two types of experts. As 
shown in Fig. 2, bird experts identified bird pictures with subordinate- 
level names on 74% of the trials and on 26% of the trials, they choose 
basic-level names, x2 (1) = 12.00, p < .OOl. Thus, for identifying objects 
from their domain of expertise, bird experts preferred subordinate-level 
names over basic-level names. On the other hand, although dog experts 
used subordinate category labels more frequently than novices, they did 
not show a distinct preference for either basic- or subordinate-level la- 
bels. On 60% of the trials they used the basic-level label and on 40% of the 
trials they used the subordinate-level label, x2 (1) = 2.08, its. This differ- 
ence between dog and bird experts in naming performance may be due to 
the different skills that are emphasized for acquiring expertise in these 
two fields. Almost by definition, an expert birdwatcher is a person who 
can make fast and accurate perceptual identifications at specific levels of 
abstraction. In contrast, dog expertise tends to take the form of experi- 
ence in the handling, training, grooming, and breeding of one or two 
particular breeds. In their study of dog experts, Diamond and Carey 
(1986) found that subjects showed effects of expertise only for those 
breeds of dog in which they specialized. As it turned out, only one of our 
experts had prior direct contact with the breeds used in the naming ex- 
periment. Our point is not that dog experts know about only one or two 

r 

subordinrtc BdC 

Dog Experts 

Bxpn Domain 

0 Novice Domio 

Bird Experts 
FIG. 2. Percentage of pictures identified with subordinate-level and basic-level names as 

a function of knowledge domain (expert and novice) and expert type (dog experts and bird 
experts). 

Exp 2: Expertise influences free naming
Task: Given a picture, say the word that names the object as quickly as possible
Results

bird experts tend to use subordinate-level name, while novices use basic-level
dog experts use both subordinate and basic-level names, while novices use 
basic-level names
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Results and Discussion 
Comparison of error rates showed that there was no speed-accuracy 

trade-off. For TRUE responses in the domain of expertise, error rates 
were 5, 3, and 2% for superordinate, basic, and subordinate levels, re- 
spectively. The percentages of errors in the novice area for true responses 
were higher at 13, 4, and 10% for superordinate, basic, and subordinate 
decisions, accordingly. For FALSE trials, the error rates in the expert 
domain were 10,12, and 7% as compared with 7,4, and 11% in the novice 
domain for superordinate, basic, and subordinate categorizations, respec- 
tively . 

An analysis of variance test was performed for the TRUE trials with 
expert type (bird, dog) as a between-group factor and category level (su- 
perordinate, basic, subordinate) and knowledge domain (expert and nov- 
ice) as within-subject factors. The between-group factor of expert type 
was not significant, F(1,22) = .89, MSe = 167,417. The main effect of 
knowledge domain was significant, F(1,22) = 21.70, MSe = 206,570, p < 
.OOl. Subjects were faster to make category judgments in their area of 
expertise than outside their domain of expertise. The difference in re- 
sponse times for the levels of categorization was also significant, F(2,44) 
= 8.03, MSe = 90,494, p < .OOl. The predicted interaction between 
category level (superordinate, basic, subordinate) and knowledge domain 
(expert, novice) was significant, F(2,44) = 11.91, MSe = 62,286, p < 
.OOl. As shown in Fig. 3, experts were as fast to categorize at the sub- 
ordinate level in their expert domain as they were to categorize at the 
basic level. In the novice domain, their reaction times showed the more 

I I I 
Subordinate Basic Superordinate 

Category Level 
FIG. 3. Mean reaction times for TRUE responses as a function of knowledge domain 

(expert and novice) and category level (subordinate, basic, and superordinate). 

Exp 3: Expertise influences category verification

Experts are fast for both 
subordinate and basic-level 
judgments
Novices are fastest for 
basic-level judgments

DOG

Name Picture Response
(match/mismatch)



Tanaka and Taylor implications for basic level

• Tanaka and Taylor suggest we shouldn't redefine the basic 
level for experts — the basic level is still the most inclusive 
category in which objects are identifiable

Basic level takes the “structure of the world” more than 
“structure of the mind”

• But experts have improved accessability to the sub-ordinate 
level
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Collins and Quillian’s hierarchical model of 
category representation

(Collins & Quillian, 1968)

• Proposal that concepts 
are represented in a 
hierarchy organized from 
specific to general.

• Features true of all 
members of specific 
categories are stored 
only once, at the higher-
level

• Appealing factor was 
“economy of storage”



Collins and Quillian’s hierarchical model of 
category representation

• As a model of human 
long term / semantic 
memory, let’s assume 
that traversing an edge 
takes time

• Then, verifying that a 
“Canary is a bird” should 
be faster than “Canary is 
an animal”
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Collins and Quillian’s results
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It’s slower to retrieve facts from long term/semantic memory that are 
further in the network



Alternative feature-based accounts

canary prototype

bird prototype

animal prototype

• Hierarchies aren’t stored, but are computed using the degree to which 
prototypes overlap in their features.

• Also predicts “canary is an animal” is slower to verify.
• Failures of transitivity speak against hierarchies: car seat is a chair, chairs 

are furniture, but car seat is not furniture

(e.g., Rips, Shoben, & Smith, 1973)



atypical birds

typical birdsprototype

Typicality also influences verification (of course)

(Rips, Shoben, & Smith, 1973)

• People are slower to verify “A penguin is a bird” than “A robin is a bird”
• Not clear how the hierarchical model can account for this, or how they can 

account for property exceptions (that penguin’s can’t fly)
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How does the mind represent and use hierarchies?

ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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• Clearly our concepts are organized as hierarchies, and the basic level is favored for 
name use, same-different judgments, priming, verification, etc.

• Unresolved debate of whether these hierarchies are used for storage and retrieval, 
but the feature-based accounts have an edge (Murphy)
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feps from the test set of 24 objects, by clicking on-screen with the
computer mouse. The test items were laid out in a 4 ! 6 array,
with the order randomly permuted from trial to trial.

The experiment began with participants being shown all 24 test
objects, one at a time for several seconds each, to familiarize them
with the stimuli. This familiarization was followed by the instruc-
tions and 12 experimental trials. (Some participants were then
given an additional set of trials, which are not reported here.) On
the first three trials, participants saw only one example of each new
word (e.g., “Here is a fep”). On the next nine trials, they saw three
examples of each new word (e.g., “Here are three feps”). Within
each set of trials, the example sets appeared in a pseudorandom
order, with content domain (animal, vegetable, and vehicle) and
specificity (subordinate, basic, and superordinate) counterbalanced
across participants. On each trial, the participants were asked to
choose the other objects that the word applied to (e.g., the other
feps), and their responses were recorded. This phase last approx-
imately 15 min in total.

The second phase of the experiment was a similarity judgment
task. Participants were shown pictures of pairs of objects from the
word-learning task and were asked to rate the similarity of the two
objects on a scale of 1 (not similar at all) to 9 (extremely similar).
They were instructed to base their ratings on the same aspects of
the objects that were important to them in making their choices
during the word-learning phase. This instruction, along with the
placement of the similarity judgment task after the word-learning
task, was adopted in the hope of maximizing the information that
similarity judgments would provide about the hypothesis space
that participants used in word learning. Similarity judgments took

approximately 45 min to collect. Judgments were collected for all
pairs of 39 out of 45 objects—13 from each domain of animals,
vegetables, and vehicles—including all test objects and all but 6 of
the training objects (which were omitted to save time). The 6
omitted objects (2 green peppers, 2 yellow trucks, and 2 Dalma-
tians) were each practically identical to 3 of the 39 included
objects, and each was treated as identical to one of those 39 in
constructing the model of learning reported below. Each partici-
pant rated the similarity of all pairs of animals, vegetables, and
vehicles (78 ! 3 judgments), along with one third of all possible
cross-superordinate pairs (animal–vegetable, vegetable–vehicle,
etc.) chosen pseudorandomly (169 judgments), for a total of 403
judgments per participant. The order of trials and the order of
stimuli were randomized across participants. These trials were
preceded by 30 practice trials (chosen randomly from the same
stimuli), during which participants were familiarized with the
range of similarities they would encounter and were encouraged to
develop a consistent way of using the 1–9 rating scale. They were
also encouraged to use the entire 1–9 scale and to spread their
judgments out evenly across the scale. The ratings were recorded,
and the average rating for each pair of objects was computed.

Results

The main results of Experiment 1 are shown in Figure 5. Adults
clearly differentiated the one-example and the three-example trials,
and they were sensitive to the span of the three examples. With one
example, adults showed graded generalization from subordinate to
basic-level to superordinate matches. These generalization gradi-

Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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Figure 3. Twelve training sets of labeled objects used in Experiment 1, drawn from all three domains (animals,
vegetables, and vehicles) and all four test conditions (one example, three subordinate examples, three basic-level
examples, and three superordinate examples). The circled number underneath each object is used to index that
object’s location in the hierarchical clustering shown in Figure 7.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants

Figure 4. The test set of 24 objects used to probe generalization of word meanings in Experiment 1. For each
training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
superordinate matches. The circled number underneath each object is used to index that object’s location in the
hierarchical clustering shown in Figure 7.

Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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training set in Figure 3, this test set contains two subordinate matches, two basic-level matches, and four
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Figure 5. Adults’ generalization of word meanings in Experiment 1,
averaged over domain. Results are shown for each of four types of example
set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.

255WORD LEARNING AS BAYESIAN INFERENCE

ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
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set (one example, three subordinate [sub.] examples, three basic-level
examples, and three superordinate [super.] examples). Bar height indicates
the frequency with which participants generalized to new objects at various
levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
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levels. Error bars indicate standard errors.
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
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ents dropped off more steeply at the basic level, with a soft
threshold: Most test items from the same basic-level category were
chosen, but relatively few superordinate matches were chosen.
With three examples, adults’ generalizations sharpened into a
much more all-or-none pattern. Generalizations from three exam-
ples were almost always restricted to the most specific level that
was consistent with the examples: For instance, given three Dal-
matians as examples of feps, adults generalized only to other
Dalmatians; given three different dogs (or three different animals),
adults generalized to all and only the other dogs (or other animals).

With the above overview in mind, we turn to statistical analyses
that quantify these effects. Later we present a formal computa-
tional model of this word-learning task and compare it with the

data from this experiment in more quantitative detail. All analyses
in this section were based on one-tailed t tests with planned
comparisons based on the model’s predictions. Data were col-
lapsed over the three different superordinate categories and over
the different test items within a given level of generalization
(subordinate, basic, and superordinate). For each of the four kinds
of example sets (one, three subordinate, three basic-level, three
superordinate) and each of the three levels of generalization, each
participant received a set of percentage scores measuring how
often he or she had chosen test items at that level of generalization
given that kind of example set. The means of these scores across
participants are shown in Figure 5. Because participants almost
never (less than 0.1% of the time) chose any distractors (test items
outside of an example’s superordinate category), subsequent anal-
yses did not include these scores.

Two questions were addressed with planned t tests. First, did
participants generalize further in the one-example trials compared
with the three-example subordinate trials when they were given
one versus three virtually identical exemplars? More specifically,
did adults show a significant threshold in generalization at the
basic level in the one-example trials, and did they restrict their
generalization to the subordinate level in the three-example trials?
Second, did the three-example trials differ from each other de-
pending on the range spanned by the examples? More specifically,
did participants restrict their generalization to the most specific
level that was consistent with the set of exemplars?

To investigate the first question, we compared the percentages
of responses that matched the example(s) at the subordinate, basic,
and superordinate levels. On the one-example trials, participants
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Subordi

Basi

Superordi

• Useful for understanding how new words are learned from just a few examples
• Xu and Tenenbaum’s Bayesian model of word learning relies on hierarchies

p(h |X) = P(X |h)P(h)
P(X)

Posterior over word meanings

h ∈ H : hypothesis about meaning of word (e.g., node in tree structure)

 
How does the mind represent and use hierarchies?



 
How does the mind represent and use hierarchies?
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• Hierarchies are powerful representations for adding new concepts and 
making inferences

• If we know a “tucan is a bird”, we can infer that it is alive, it flies, has 
wings, etc.
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